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Today's Agenda

Part I: Basic Concepts Part II: Advanced Topics
« What is Text Analysis? « Sentiment Analysis
« Why Text Analysis for Economists? « Topic Modeling (LDA)
» Applications in Economics o Text Classification
« Basic Terminology « Word Embeddings

 Text Preprocessing Information Extraction

o Chinese Text Analysis Challenges
« Bag of Words & DTM
o TF-IDF
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Text Similarity and Semantic Analysis




Part I: Four Paradigms of Text Vectorization

5/ 38



Why Convert Text to Numbers?

Core Question

How to transform text into numbers for computers to understand?

Four Paradigms of Method Evolution

I

| Sex— ek B = B I

| SRR >  BEBSEHAN »  oISEmA > ARICLLM I

| (1990s) (2013) (2018) (2022) |
I I
| TF-IDF Word2Vec BERT GPT-4/Claude |
| Egiit BXFY ETIXIBRE BHiESTTAES I
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Paradigm 1: Statistical Representation

Core Idea: Count Word Frequencies

Bag of Words (BoW) Model
W SCRSA AR A ", 2R T, gt IR EL
Example:

+ Docl: "sfFHREFIZIMELEK"
+ Doc2: "k i (BT e

OB AT e AR R ERK Ry R IR
Doc11 1 1 1 1 0 0 0
Do21 0 0 0 1 1 1 1
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Paradigm 1: Statistical Representation

TF-IDF: Highlight Important Words
o BRECREECH10007, THAER SR TECH50001
o TF = A 3O A s BRI / S0k S 3A15(5000)

« IDF = log (i SRS %1000 / f43% 3l o S0k %%)
« TF-IDF = TF x IDF

- m%ﬁﬁ§@5 E$$§§$m TEGAH)  IDFGECHi%)  TEIDE &Y
Y 1000 500 500/5000=0.10 10g(1000/1000) 0.00 0.10x0.00=0.000 Z{E -
(Zen e 800 250 250/5000=0.05 10g(1000/800)=0.22 0.05x0.22=0.011 K7 WL
s 15 100 100/5000=0.02 10g(1000/15)=1.82 0.02x1.82=0.036 i]ij

i

>t
I
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Paradigm 1: Statistical Representation

Disadvantages

< AW N =

o FSURTEER S R

. BT (AEE=ICE) « TRIDREMERAERTH
« FEIRATE % 3 TRIDFEER 4% X

Advantages

o RIFEMN: ZT AR

PP PR

o TIRERIEDR: 5 TR

Applications

o GEEHITIEROTE: WRITSORS 2. SORBR. SORBOUEE%.
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Paradigm 2: Static Word Embeddings (Word2Vec)

Core Idea: Distributional Hypothesis
"—IERY S BB R LR SCRE" — R, Firth, 1957

o FrLAFRATAT LALEEH BRI B Serb i), JAHIPLART R &, G5t 2 Word2 Ve 20 B AR

Example

"The Fed raised interest rates..."

"The central bank increased borrowing costs..."
o THUIELE AT RE ALY 1 & -

o "The Fed"#1"The central bank"

o "raised"#]"increased"

o "interest rates"f{"borrowing costs"
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Paradigm 2: Static Word Embeddings (Word2Vec)

Then the vectors of "The Fed" and "The central bank" are:
"The Fed" — [0.12, -0.45, 0.78, 0.33, -0.21, ..., 0.56] (300~3%& £21H)

"The central bank" — [0.15, -0.41, 0.82, 0.29, -0.18, ..., 0.51] (300 iEZL1H)

() B A 46 A 9 50-5004 , /N IRlL R, Bl F HOZEEE Y3002

Question: How to get the actual values of vectors?

Answer: Use ML algorithms normally Neural Network to get the values of vectors.

o CBOW (GZEZEiR4E) -« H A [ E A A0 6] o Skip-gram: HACy ] T & [ ]
#i N\ ['The", "central”, " ", "raised", O\ "bank”
"rates"]

H#Hn: 7l ["The", "central”, "raised",

_A: Vﬁ‘\ﬂl " " " "
H fx: T "bank rates"] g




Paradigm 2: Static Word Embeddings (Word2Vec)

Pre-trained Chinese Resources

gl = A
Google News g 3007718, Word2Vec%:
51 AI Lab FRC 800 /36, HERE

i TKRHIT ] [ & Hh3C e TR BTk HY ST ] B
HEBARHARE P ETERCUE)I 2k

H

HLFRRY

« ZOBER: ERMTIINLE, ERna EIZREFHY I H
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Paradigm 3: Contextual Dynamic Embeddings

Limitations of Word2Vec

o In Word2Vec,
"bank" — [0.12, -0.45, 0.78, ...] < kg2 iX 1A i
o In reality,
"I deposited money in the bank"” — bank = 41T
"I sat on the river bank" — bank = Ji] /%

"You can bank on me" — bank = {5
E
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Paradigm 3: Contextual Dynamic Embeddings

BERT's Breakthrough:

o EsiSim A : Same Word, Different Context = Different Vector
o #ZUMLE]: Transformer(l H 13 & F1HLH] (Self-Attention Mechanism)
o BERTAEAE AL mIHy A =i, <E"E "B+, b RiRE BT SOAE d %R
"The central bank raised interest rates"
« When processing "bank", BERT will ask:

o "central" is nearby — "central" might be the central bank
o "raised" is after — the action is "raising"

o "rates" is after — it involves interest rates
« Comprehensive judgment: "central" means "central bank"

« Then generate the vector of "bank" by the context of the sentence. 14 / 38




Paradigm 4: Generative Large Language Models

Paradigm Shift: From "Training Models" to "Writing Prompts"

fE%R (BERTIHR) LLMifie
e %+ Prompt
AThREE APT
Ity FREL:

T
w2l gkt GPU. fpiEdol. B8 & EiEd. S

o LLMibXCA AT BT REA : AFERE AT IR, AFERE, AFEGPU, AFEIRELEE, A

B BUE, AT EEMHIA LSS, BRI 5E o 2.
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Core Capabilities of LLM Text Analysis

1. Zero-shot Classification

155 P RAT 7 2 AR 2 M TRk

o LG HERCT RN TARERI IS 2R
« LLMJsih: EEAMB ST, AVA] SEpia)2k

2. Complex Information Extraction
£ WM HEBXRER. SRS, K
=L}

o fRGTTR: BT ZRHY IR ZURINER Y
« LLMJ5¥A: JHEATE S Mid R 2R BHIE R

3. Fine-grained Sentiment Analysis

« FOINORTS SiB
« RS
o XIrESL vs ML

4. Topic Classification

o BRSO AL
o AIARREIE 5
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Paradigm 4: Generative Large Language Models

LLM vs Traditional Methods

1555 EEWIRES LLMJj % o3k
BT g5 as Zero-shot prompt JCFFIRIE
F#ink LDA HEEm LR AR R

ZEHEL  IEN+NER  ZE#40 % TG HER
NAPRE  ARtEE APHEEALER ARG —EE
B/ Lol iRs APTEH RUES fHE
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Embedding Word and Sentence Method Selection

Question: Which method should I use to embed words and sentences?

Answer: It depends on your task.

Simple Word Frequency / Keyword Statistics — TF-IDF (Simple, Explainable)

Measure Document Similarity / Clustering — Word2Vec + Average

Classification/Sentiment Analysis — BERT Fine-tuning/LLM

Complex Information Extraction/Reasoning — LLM
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Applications of Text Analysis




Applications Overview

Core Applications of Text Analysis

F W A T B ARE i
SRR XL 2 HH L IR PRELEE 7 2K
SCARGYR X SO TS i eSSl
SCARERK SETCRT AT LAy il LA ? N H 3 IRy AL
AT BT AT S EHTE WM A
BN RO AT FHE WEREAG
Relationships Integration with Four Paradigms

« HETHE: SURHLUE AR N AR AT ASE AN RIVE SR SOARSIR T3k
AR A% B . Petfidrik: TE-IDE + 38253 4h 2558

« RN\ J71E: Word2Vec/BERT + V£ F )
TME R SORRL. FHEA . LLMAiE: i Promptss i (145 20 / 38
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Similarity Measurement Methods

1. Cosine Similarity (RiZzHE{UE)

— —

CosSim(f_f, B) =

1Al < ||Bl]

. A B, [ AR B S JUT 58 - 30 B4 ) e A e £

o [|A]] x ||Bl, Bk ATIREBRIE KRR e 1= AR — JERFA)

. 0= Y — FHER
o R RESTRR B

bank f{] finance HY A 3E T~

bank — [0.12,—0.45,0.78,0.33,—0.21, ..., 0.56]
finance — [0.15,—-0.41,0.82,0.29, —0.18,...,0.51]
bank - finance

Cosine Similarity = —0.92 <« IEEHEL
osine dimilarity Tzl < [[Esmea] 2 /38




Similarity Measurement Methods

2.Jaccard Similarity

| AN B
|A U B

Jaccard(A, B) =

FEAHE: W= 2000

& {85, 5K, el = 3
& {&5F, BK, &K, tlF, &RB} =5

Hx

o the Jaccard Similarity is % = 0.6
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Similarity Measurement Methods

3. Method Selection

Yt YIRS
PeA TR LN 2 ARGLAHARE + HR A [A] &
F il &/ 7h4% Jaccard HE{ELE
7% SRS B A5LAHURE + TE-IDF

o BTFABTR, BATERAETE LAZ, IR HRZARTUE + SRR .
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Applications: Measuring Technological Innovation

Kelly et al. (2021, AER: Insights): Patent Text and Innovation
W Qe s N s — IO R B BT AL »

Tk WLk
1. M0 % F) 587~ N TE-IDF|) &  Backward Similarity: 52 LR 5 R HHPUE
2. AT LA St LS A LRI R sz AU | % = HHESAE |
3. BT EE = 1 - max(FH{LLBE)  Forward Similarity: #¢A KL H] 5[ A FHL

JE | & =AM |
I

° Hbl/\ﬁUEH/E\IEE/]thﬁ @ﬁ'héﬁ
o S5 gtR BAD
o ALIEM2005 50K 5
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Text Classification

Definition
PSR B 3T B R Bl e

Typical Applications Method Selection

W5 . o Task Method Characteristics
WS asess KB

A 0 TF-IDF + SVM/ kb &5 AlfiRe. 7R

T BORS Y . \ T R FRAE TR
AT ORI ot e L
1H £ YREE Word2Vec + H 35 e R
ol MBS HER s W55 R/ e XU /A 3]  CNN/LSTM KB
S A 8]
o _— " BERT{ WRRIF FHEGPU
Wi GFEES % ’ S e

e T AT Al B

i A T Zero-shot/Few- FeEINE . RIS ik
BB SRS shot Prompt N
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Application: Media Bias Measurement

Gentzkow & Shapiro (2010, Econometrica)
]l s ey ML S AR Y R e 2

i X — R0, SRS A
1. %%%iﬁﬁ?ﬁﬁiﬁ, PrE eIk (RES /LA B 3 4% 15 7] B 3 HFT3% 15 [ 1
ot NI S
2. ISR BRI estate tax (&%) death tax (JET-Ht)
3. FH X5 3BT EAA AL B T 28 undocumented workers illegal aliens

4. TR BOR RHE A

war in Iraq war on terror

R BRI Z AR = A GHA )
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Text Clustering

Definition

R 30 B s il T SeoRFRYA, (RN TR ZHIR SCREEAN )

Classification vs Clustering Common Methods
Y Jg SCAR SR SOARFREAK i % J B R3]
el TSR L R & K-Means f/MUAHNBEE fal LPLH, Fi5EK
PRIERE 2 N FKRER HIRM L& wtitelr, i1EE
7207 B e mERER  ETHER RORAE, HREZ

EMYs KA CAHHREE RO
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Application: Clustering Analyst Report

Analyst Report Clustering
Il AN[R] AT AT S XS A () 22 572

Tk ] RE R DL 7% -

" ﬁf’iiﬁﬁgi ?‘gﬁ%@f%ﬁi&i B HFIE fei

N ———— Bl SEARTEAME H R, Bk
B2 BORONT  SCREGL R 5
B3 (PRE BUE. SRR, s
M4 BORE) M. EEEET. A
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Sentiment Analysis

Definition

H BRI SO R R 1

A BB

Task Types

KT
Bl 43 2%
i BRI

AL EE 1R )

RYRZ71 A1l

Hh Zn il
ST SEd YAV TR R e e
LD A(-12+1) [HIEGEEE
R BRRREER B/ A B

SCHF /RO [ HRAr BB AR EE

g Beis

5k JEiFH it Y5
WHTT  SiPIEAEEE LS TR
2 i1 Eis
Vlgs2e | o e

5 Vs B ERESE T
WEZ  BERTZEWUIGE. .

n B B s

> ginl
LLM Zero-shot/p#fr  TohpiE. B 44EIRK
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Sentiment Analysis Cases

Case 1: Tetlock (2007, JF) - Media Pessimism and Stock Market

Al AR 2 RETIIN A T g 2

Tk Harvard-IV ] J2 7= i :

1. i%’;'é KAEIRETHHRY "Abreast of the Market"% £ T 7 EEiA

2. {i Fi Harvard-IV i i B A6 i 22 e loss, decline, risk  gain, growth, profit

3. /I 5 H R mI ts B % & concern, fear, weak strong, improve, success
I

o EAEMESE — KH T TR RS
o mHEE/MUES — BEE
« HINESBEERETLHERFE
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Challenges in Sentiment Analysis

Core Challenges
Ak Zn HE A
SAE W XA R R K T TS SR EUE A
FRERR A RES =T R L PRGN Y
FArm IR, AR MR BOIERRE
T E A HBLRIE T 2K WEAE
2 a2 T F " T PR BN R

Advantages of LLM in Sentiment Analysis
TR N "B —F G LT, e RN 2 RE R R
o AT AR A R U (FaE) + AR (R D — JRYE
o LMy ik: BRARRE AT X — I R
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Deepening Topic Model Applications

Topic Models vs Other Methods

Yk iz FEEA AR R
Fal/ £ B3k T E L H B
XtEHE AET2EdE HET 0K HET 1%
i RS el ) s

AR B (R BORTTE: BALMR
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Deepening Topic Model Applications

Unique Value of Topic Models in Economics
1. IR EEH

o REEBRTIGMBIL

o LREUE" I
2. I} &) Fp 31 53 A

o BB RERT A YA
o MEHEEITRE

3. 4G RHIE T2
o KR YESOA T MARZE A
o« VENIENAI A Y AL B
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Extended Topic Model Cases

Case 1: Hanley & Hoberg (2010, RFS) - IPO Information Content
) TPOFR B AT IR 2 & s AT 52 I e A2
HHE

1. XTPOS A3 i FILD A F H el
2. (VRO E B A HY R AL R T
3. ¥ SIPOANM KR &

K :

o ERlp By (ERBEEE) — Mo
o PRIEMLHY"EIR RS — (E R FIRE &
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Extended Topic Model Cases

Case 2: Mueller & Rauh (2018, QJE) - Linguistic Signals of Political Violence

)R8 HES AT AT IOy a 2 7
ik

1. W2 B oS N EHOR

2. FH TR R HE B =

3. M I A f e AR
K

o FPEEMRE BTt — JREER TR SR AN
o UAfESEATMNNE
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