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What is Panel Data

• So far, we have only focused on data cross entities.Now it is the time to add time, which
leads us to use Panel Data.

• Panel data refers to data with observations on multiple entities, where each entity is
observed at two or more points in time.

• If the data set contains observations on the variables X and Y,then the data are denoted

(Xit, Yit), i = 1, ...n and t = 1, ..., T

• the first subscript,i refers to the entity being observed
• the second subscript,t refers to the date at which it is observed

• Extension: not necessarily involves time dimension
• outcome of employee i in firm m (Xim, Yim) i = 1, ...n and m = 1, ...,M
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Introduction: Data Structure

• Balanced v.s Unbalanced
• Balanced panel: each unit of observation i is observed the same number of time periods, T.
Thus, the total sample size is NT.

• Unbalanced panel: each unit of observation i is observed an unequal number of time periods,
Ti, commonly some missing values for some entities at some periods.

• Micro v.s Macro
• Micro: large N, and small T,more similar to cross-section data
• Macro: small N, and large T,more similar to time series data

• In our class, we focus on balanced and micro panel data.
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Example: Traffic Deaths and Alcohol Taxes
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Example: Traffic deaths and alcohol taxes

• Observational unit: one year in one U.S. state
• Total 48 U.S. states, so N = the number of entities = 48
• 7 years (1982,…, 1988),so T = the number of time periods = 7.

• Balanced panel, so total number of observations

NT = 7 × 48 = 336

• Variables:
• Dependent Variable: Traffic fatality rate (# traffic deaths in that state in that year, per 10,000
state residents)

• Independent Variable: Tax on a case of beer
• Other Controls (legal driving age, drunk driving laws, etc.)

• A simple OLS regression model with t = 1982, 1988

FatalityRateit = β0t + β1tBeerTaxit + uit
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U.S. traffic death data for 1982

• Higher alcohol taxes, more traffic deaths
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U.S. traffic death data for 1988

• Still higher alcohol taxes, more traffic deaths
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Pooled Cross-Sectional Data(1982-1988)

• The positive relationship between alcohol taxes and traffic deaths might be due to using
only two years data.Therefore,we run the following regression using full years data

FatalityRateit = β0 + β1BeerTaxit + uit

• This is a simple OLS, only now sample size is NT = 7 × 48 = 336

• If you we would like to control the time, in other words, we would like to strict our
regression within every years and then make an average, then we should run

FatalityRateit = β0 + β1BeerTaxit + λTt + uit
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Pooled Cross-Sectional Data(1982-1988)

• Still higher alcohol taxes, more traffic deaths(though some nonlinear pattern)
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Table 1:

Dependent Variable: Fatality Rate
Pooled OLS Pooled OLS with Time

(1) (2)

beertax 0.365∗∗∗ 0.366∗∗∗

(0.053) (0.053)
year_1983 −0.082

(0.128)
year_1984 −0.072

(0.121)
year_1985 −0.111

(0.120)
year_1986 −0.016

(0.121)
year_1987 −0.016

(0.122)
year_1988 −0.001

(0.119)
Constant 1.853∗∗∗ 1.895∗∗∗

(0.047) (0.105)

Observations 336 336
Adjusted R2 0.091 0.079

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Robust S.E. are shown in the parentheses
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Pooled Cross-Sectional Data(1982-1988)

• Could we are safety to make a conclusion:
Higher beer tax cannot make less but more fatalities

• In other words : does the regression satisfy OLS Assumption 1-4 to obtain an unbiased and
consistent estimation for the conclusion?

• Question: are there some threatens to the internal validity of the estimate?
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Pooled Cross-Sectional Data(1982-1988)

• Assumption 1, E(ui|Xi) = 0 may not satisfied for some unobservables(OVB).
• Some unobservable factors that determines the fatality rate may be correlated with BeerTax,
such as local cultural attitude toward drinking and driving.

• Assumption 2 random sampling is not satisfied for serial correlation of important variables.
• Both Beertax and Fatality rate might be serial correlated between different periods.
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Before-After Model
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Simple Case: Panel Data with Two Time Periods

• Firstly let adjust our model with some unobservables

FatalityRateit = β0 + β1BeerTaxit + β2Zi + uit

where uit is the error term and i = 1, ...n and t = 1, ..., T

• Zi is the unobservable factor that determines the fatality rate in the i state but
does not change over time.

• The omission of Zi might cause omitted variable bias(OVB) but we don’t have data on Zi.

• The key idea: Any change in the fatality rate from 1982 to 1988 cannot be caused by Zi,
because Zi (by assumption) does not change between 1982 and 1988.
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Panel Data with Two Time Periods

• Consider the regressions for 1982 and 1988…

FatalityRatei1988 = β0 + β1BeerTaxi1988 + β2Zi + ui1988

FatalityRatei1982 = β0 + β1BeerTaxi1982 + β2Zi + ui1982

• Then make a difference

FatalityRatei1988 − FatalityRatei1982 =

β1(BeerTaxi1988 − BeerTaxi1982) + (ui1988 − ui1982)
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Panel Data with Two Time Periods

• Assumption: if E(uit|BeerTaxit, Zit) = 0,then (ui1988 − ui1982) is uncorrelated with
(BeerTaxi1988 − BeerTaxi1982)

• Then this “difference” equation can be estimated by OLS, even though Zi isn’t observed.

• Intuition: because the omitted variable Zi doesn’t change, it cannot be a determinant of
the change in Y.
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Case: Traffic deaths and beer taxes
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Change in traffic deaths and change in beer taxes
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Wrap up

• In contrast to the cross-sectional regression results, the estimated effect of a change in the
real beer tax is negative, as predicted by economic theory.

• By examining changes in the fatality rate over time, the regression controls for some
unobservable but fixed factors such as cultural attitudes toward drinking and driving.

• But there are many factors that influence traffic safety, and if they change over time and
are correlated with the real beer tax, then their omission will still produce omitted variable
bias(OVB).
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Wrap up

• This “before and after” analysis works when the data are observed in two different years.

• Our data set, however, contains observations for seven different years,and it seems foolish
to discard those potentially useful additional data.

• But the “before and after” method does not apply directly when T > 2. To analyze all the
observations in our panel data set, we use a more general regression setting: fixed effects
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Fixed Effects Model
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Introduction
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Introduction

• Fixed effects regression is a method for controlling for omitted variables in panel data
when the omitted variables vary across entities (states) but do not change over time.

• Unlike the “before and after” comparisons,fixed effects regression can be used when there
are two or more time observations for each entity.
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Fixed Effects Regression Model

• The dependent variable (FatalityRate) and independent variable (BeerTax) denoted as Yit
and Xit, respectively. Then our model is

Yit = β0 + β1Xit + β2Zi + uit (11.1)

• Where Zi is an unobserved variable that varies from one state to the next but does not
change over time

• eg. Zi can still represent cultural attitudes toward drinking and driving.

• We want to estimate β1, the effect on Y of X holding constant the unobserved state
characteristics Z.

27 / 96



Fixed Effects Regression Model

• Because Zi varies from one state to the next but is constant over time,then let
αi = β0 + β2Zi,the Equation becomes

Yit = β1Xit + αi + uit (11.2)

• This is the fixed effects regression model, in which αi are treated as unknown intercepts to
be estimated, one for each state. The interpretation of αi as a state-specific intercept in
Equation (11.2).

• Because the intercept αi can be thought of as the “effect” of being in entity i (in the
current application, entities are states),the terms αi,known as entity fixed effects.

• The variation in the entity fixed effects comes from omitted variables that, like Zi in
Equation (11.1), vary across entities but not over time.
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Alternative : Fixed Effects by using binary variables

• How to estimate these parameters αi.

• To develop the fixed effects regression model using binary variables, let D1i be a binary
variable that equals 1 when i = 1 and equals 0 otherwise, let D2i equal 1 when i = 2 and
equal 0 otherwise, and so on.

• Arbitrarily omit the binary variable D1i for the first group. Accordingly, the fixed effects
regression model in Equation (7.2) can be written equivalently as

Yit = β0 + β1Xit + γ2D2i + γ3D3i + ... + γnDni + uit (7.3)

• Thus there are two equivalent ways to write the fixed effects regression model, Equations
(7.2) and (7.3).

• In both formulations, the slope coefficient on X is the same from one state to the next.
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Estimation and Inference
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Estimation: Introduction

• In principle the binary variable specification of the fixed effects regression model can be
estimated by OLS.

• But it is tedious to estimate so many fixed effects.If n = 1000, then you have to estimate
1000 − 1 = 999 fixed effects.

• There are some special routines, which are equivalent to using OLS on the full binary
variable regression, are faster because they employ some mathematical simplifications
that arise in the algebra of fixed effects regression.
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Estimation: The “entity-demeaned”

• Computes the OLS fixed effects estimator in two steps

• The first step:
• take the average across times t of both sides of Equation (7.2);

Ȳi = β1X̄i + αi + ūt (7.4)

• demeaned: let Equation(7.2) minus (7.4)

Yit − Ȳi = β1Xit − X̄i + (αi − αi) + uit − ūi
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Estimation: The “entity-demeaned”

• Let
Ỹit = Yit − Ȳi

X̃it = Xit − X̄i

ũit = uit − ūi

• Then the second step: accordingly,estimate

Ỹit = β1X̃it + ũit (7.5)

• Then the estimator is known as the within estimator. Because it matters not if a unit has
consistently high or low values of Y and X. All that matters is how the variations around
those mean values are correlated.

• In fact, this estimator is identical to the OLS estimator of β1 without intercept obtained by
estimation of the fixed effects model in Equation (7.3)
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OLS estimator without intercept

• OLS estimator without intercept
Yi = β1Xi + ui

• The least squared term

min
b1

n∑
i=1

û2
i =

n∑
i=1

(Yi − b1Xi)2

• F.O.C, thus differentiating with respect to β1, we get

n∑
i=1

2(Yi − b1Xi)Xi = 0

• At last,

β̂1 = b1 =
∑n

i=1 YiXi∑n
i=1 X

2
i
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Fixed effects estimator(I)

• The second step:
Ỹit = β1X̃it + ũit (11.4)

• Then the fixed effects estimator can be obtained based on OLS estimator without intercept

β̂demean =

∑n
i=1

∑T
t=1 ỸitX̃it∑n

i=1
∑T

t=1 X̃
2
it
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Fixed effect estimator(II)

• The fixed effects model is
Yit = β1Xit + αi + uit (7.2)

• Equivalence to

Yit = β0 + β1Xit + γ2D2i + γ3D3i + ... + γnDni + uit (7.3)

• Then we can think of αi as fixed effects or “nuisance parameters” to be estimated,thus
yields

(β̂, α̂1, . . . , α̂n) = argmin
b,a1,...,an

n∑
i=1

T∑
t=1

(Yit − bXit − ai)2

this amounts to including n = n+ 1 − 1 dummies in regression of Yit on Xit
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Fixed effect estimator(II)

• The first-order conditions (FOC) for this minimization problem are:

n∑
i=1

T∑
t=1

(Yit − β̂Xit − α̂i)Xit = 0

• And
n∑

i=1

T∑
t=1

(Yit − β̂Xit − α̂i) = 0

37 / 96



Fixed effect estimator(II)

• Therefore, for i = 1, . . . ,N,

α̂i =
1
T

T∑
t=1

(Yit − β̂Xit) = Yi − Xiβ̂,

where

X̄i ≡ 1
T

T∑
t=1

Xit; Ȳi ≡ 1
T

T∑
t=1

Yit
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Fixed effect estimator(II)

• Plug this result into the first FOC to obtain:

n∑
i=1

T∑
t=1

(Yit − β̂Xit − α̂i)Xit =
n∑

i=1

T∑
t=1

(Yit − Xitβ̂ − Yi + Xiβ̂)Xit

=

( n∑
i=1

T∑
t=1

(Yit − Yi)Xit
)

− β̂

( n∑
i=1

T∑
t=1

(Xit − X̄i)Xit
)
= 0
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Fixed effect estimator(II)

• Then we could obtain

β̂ =

∑n
i=1

∑T
t=1(Xit − X̄i)(Xit − X̄i)∑n

i=1
∑T

t=1(Yit − Ȳ)(Xit − X̄i)

=

∑n
i=1

∑T
t=1 X̃itỸit∑n

i=1
∑T

t=1 X̃
2
it

with time-demeaned variables X̃it ≡ Xit − X̄, Ỹit ≡ Yit − Ȳi

• which is same as we obtained in demeaned method.
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Fixed effect estimator(III): first-differencing

• The fixed effects model is
Yit = β1Xit + αi + uit (11.2)

• Then implies
Yi1 = β1Xi1 + αi + ui1

Yi2 = β1Xi2 + αi + ui2
... =

...

YiT = β1XiT + αi + uiT
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Fixed effect estimator(III): first-differencing

• Taking the differences between consecutive years

Yi2 − Yi1 = β1(Xi2 − Xi1) + (ui2 − ui1)

Yi3 − Yi2 = β1(Xi3 − Xi2) + (ui3 − ui2)
... =

...

YiT − Yi,T−1 = β1(XiT − Xi,T−1) + (uiT − ui,T−1)
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Fixed effect estimator(III): first-differencing

• New notation,we use ∆ represents the change from the preceding year,then

∆Yi2 = β1∆Xi2 +∆ui2

∆Yi3 = β1∆Xi3 +∆ui3
... =

...

∆YiT = β1∆XiT +∆uiT

• The first-difference fixed effect model is

∆Yit = β1∆Xit +∆uit i = 1, ...,N, ; t = 2, ..., T (11.5)

• Then first-difference estimator is

β̂fd =

∑n
i=1

∑T
t=2 ∆Yit∆Xit∑n

i=1
∑T

t=2 ∆X2it
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The Fixed Effects Regression Assumptions

• The simple fixed effect model

Yit = β1Xit + αi + uit, i = 1, ...n t = 1, ..., T

1. Assumption 1: uit has conditional mean zero with Xit, or Xi at any time t and αi

E(uit|Xi1, Xi2, ..., XiT, αi) = 0

2. Assumption 2: (Xi1, Xi2, ..., XiT, ui1, ui2, ..., uiT), i = 1, 2, ..., n are i.i.d.
3. Assumption 3: Large outliers are unlikely.
4. Assumption 4: There is no perfect multicollinearity.
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The Fixed Effects Regression Assumptions

• Assumption 1: uit has conditional mean zero with Xit, or Xi at any time t and αi,thus

E(uit|Xi1, Xi2, ..., XiT, αi) = 0

• uit has mean zero, given the state fixed effect and the entire history of the Xs for that state.

• No feedback effect from u to future X
• Whether a state has a particularly high fatality rate this year does not subsequently affect
whether it increases the beer tax.
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Fixed effect estimator(III): first-differencing

• When T = 2, FD and demean estimators and all test statistics are identical.

• When T = 3, FD and demean estimators are not the same, while both are consistent(T fixed
as N → ∞) if certain assumptions are satisfied.

• But if the strict exogenous assumption is not satisfied, then the demean estimator has
more advantages over the FD estimator for having substantial less bias.
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Statistical Properties of Fixed Effects Model

• Unbiasedness and Consistency

β̂fe−demean =

∑n
i=1

∑T
t=1 X̃itỸit∑n

i=1
∑T

t=1 X̃
2
it

=

∑n
i=1

∑T
t=1 X̃it(β1X̃it + ũit)∑n
i=1

∑T
t=1 X̃

2
it

= β1 +

∑n
i=1

∑T
t=1 X̃itũit∑n

i=1
∑T

t=1 X̃
2
it
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Statistical Properties

• Unbiasedness and Consistency

β̂fd =

∑n
i=1

∑T
t=2 ∆Yit∆Xit∑n

i=1
∑T

t=2 ∆X2it

=

∑n
i=1

∑T
t=2 ∆Xit(β1∆Xit +∆uit)∑n

i=1
∑T

t=1 ∆X2it

= β1 +

∑n
i=1

∑T
t=2 ∆Xit∆uit∑n

i=1
∑T

t=1 ∆X2it

• It is very familiar: paralleling the derivation of OLS estimator, we could prove the estimator
of fixed effects model is unbiased and consistent.
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Statistical Properties

• Similarly, in panel data, if the fixed effects regression assumptions—holds, then the
sampling distribution of the fixed effects OLS estimator is normal in large samples.

• Then the variance of that distribution can be estimated from the data, the square root of
that estimator is the standard error,

• And the standard error can be used to construct t-statistics and confidence intervals.

• Statistical inference—testing hypotheses (including joint hypotheses using F-statistics) and
constructing confidence intervals—proceeds in exactly the same way as in multiple
regression with cross-sectional data.
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Fixed Effects: goodness of fit

• Three measures of goodness of fit are commonly reported
• Within R2: demeaned Yit and demeaned predicted Ŷit using demeaned Xit and estimate
coefficient β̂

• Between R2: average Yi and average predicted ˆ̄Yi using average X̄i and estimate coefficient β̂

• Overall R2: Yit and predicted Ŷit
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Fixed Effects: Extension to multiple X’s.

• The multiple fixed effects regression model is

Yit = β1X1,it + ... + βkXk,it + αi + uit

• Equivalently, the fixed effects regression can be expressed in terms of a common intercept

Yit =β0 + β1X1,it + ... + βkXk,it

+ γ2D2i + γ3D3i + ... + γnDni + uit
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Application to Traffic Deaths

• The OLS estimate of the fixed effects regression based on all 7 years of data (336
observations), is

̂FatalityRate = − 0.66BeerTax+ StateFixedEffects

(0.29)

• The estimated state fixed intercepts are not listed to save space and because they are not
of primary interest.

• As predicted by economic theory,higher real beer taxes are associated with fewer traffic
deaths, which is the opposite of what we found in the initial cross-sectional regressions.
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Application to Traffic Deaths

• Recall: The result in Before-After Model is

̂FR1988 − FR1982 = −.072 − 1.04 (BeerTax1988 − BeerTax1982)

(.065)(.36)

• The magnitudes of estimate coefficients are not identical,because they use different data.

• And because of the additional observations, the standard error now is also smaller than
before-after model.
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Extension: Both Entity and Time Fixed Effects
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Regression with Time Fixed Effects

• Just as fixed effects for each entity can control for variables that are constant over time but
differ across entities, so can time fixed effects control for variables that are constant
across entities but evolve over time.

• Like safety improvements in new cars as an omitted variable that changes over time but has
the same value for all states.

• Now our regression model with time fixed effects

Yit = β0 + β1Xit + β3St + uit

• where St is unobserved and where the single t subscript emphasizes that safety changes
over time but is constant across states. Because β3S3 represents variables that determine
Yit, if St is correlated with Xit, then omitting St from the regression leads to omitted variable
bias.
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Time Effects Only

• Although St is unobserved, its influence can be eliminated because it varies over time but
not across states, just as it is possible to eliminate the effect of Zi, which varies across
states but not over time.

• Similarly,the presence of St leads to a regression model in which each time period has its
own intercept,thus

Yit = β1Xit + λt + uit

• This model has a different intercept, λt, for each time period, which are known as time
fixed effects.The variation in the time fixed effects comes from omitted variables that vary
over time but not across entities.
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Time Effects Only

• Just as the entity fixed effects regression model can be represented using n − 1 binary
indicators, the time fixed effects regression model be represented using T − 1 binary
indicators too:

Yit = β0 + β1X1,it + δ2B2t + ... + δTBTt + αi + uit (11.18)

• where δ2, δ3, ..., δT are unknown coefficients
• where B2t = 1 if t = 2 and B2t = 0 otherwise and so forth.

• Nothing new, just a another form of Fixed Effects model with another explanation.
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Table 2:

Dependent Variable: Fatality Rate
Pooled OLS Pooled OLS with Time

(1) (2)

beertax 0.365∗∗∗ 0.366∗∗∗

(0.053) (0.053)
year_1983 −0.082

(0.128)
year_1984 −0.072

(0.121)
year_1985 −0.111

(0.120)
year_1986 −0.016

(0.121)
year_1987 −0.016

(0.122)
year_1988 −0.001

(0.119)
Constant 1.853∗∗∗ 1.895∗∗∗

(0.047) (0.105)

Observations 336 336
Adjusted R2 0.091 0.079

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Robust S.E. are shown in the parentheses
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Both Entity and Time Fixed Effects

• If some omitted variables are constant over time but vary across states (such as cultural
norms) while others are constant across states but vary over time (such as national safety
standards)

• Then, combined entity and time fixed effects regression model is

Yit = β1Xit + αi + λt + uit

• where αi is the entity fixed effect and λt is the time fixed effect.

• This model can equivalently be represented as follows

Yit =β0 + β1Xit + γ2D2i + γ3D3i + ... + γnDni

+ δ2B2t + δ3B3t + ... + δTBTi + uit
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Both Entity and Time Fixed Effects: Estimation

• The time fixed effects model and the entity and time fixed effects model are both variants
of the multiple regression model.

• Thus their coefficients can be estimated by OLS by including the additional time and entity
binary variables.

• Alternatively,first deviating Y and the X’s from their entity and time-period means and then
by estimating the multiple regression equation of deviated Y on the deviated X’s.
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Application to traffic deaths

• This specification includes the beer tax, 47 state binary variables (state fixed effects), 6
single-year binary variables (time fixed effects), and an intercept, so this regression
actually has 1+ 47+ 6+ 1 = 55 right-hand variables!

• When time effects are included,this coefficient is less precisely estimated, it is still
significant only at the 10%, but not the 5%.

• This estimated relationship between the real beer tax and traffic fatalities is immune to
omitted variable bias from variables that are constant either over time or across states.
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Potential Threats of Internal Validity
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Measurement error in FE

63 / 96



Recall: Classical measurement error of X

• The true model is
Yi = β0 + β1Xi + ui

with E[ui|Xi] = 0

• Due to the classical measurement error,we only have X∗
i thus

X∗
i = Xi + wi

with E[wi|Xi] = 0

• Then we have to estimate the model is

Yi = β0 + β1X∗
i + ei

where ei = −β1wi + ui
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Recall: Classical measurement error of X

• Similar to OVB bias in simple OLS model, we had derived that

plim
(
β̂1

)
= β1

σ2
X

σ2
X + σ2

w

• Then we have

plim
(
β̂1

)
= β1

σ2
X

σ2
X + σ2

w
≤ β1

• The classical measurement error β1 is biased towards 0, which is also called attenuation
bias
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Measurement error in FE

• Suppose we will estimate a fixed effect model

Yit = β1Xit + αi + uit

• Unfortunately, our measurement of X is not accurate, suppose it satisfies the classical
measurement error, thus

X∗
it = Xit + wit

with E[wit|Xit] = 0

• Then we estimate
Yit = β1X∗

it + αi + eit

with eit = −β1wit + uit
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Measurement error in FE

• First difference estimator for fixed effect

∆Yit = β1∆X∗
it +∆eit

with ∆eit = −β1∆wit +∆uit
• Following the formula of ME in Simple OLS regression,we have

plim
(
β̂1

)
= β1

σ2
∆X

σ2
∆X + σ2

∆w

• Assume that time series Xt is stationary, which means that the expectation and variance
are both constant.

σ2
∆X = Var(Xit) − 2Cov(Xit, Xi,t−1) + Var(Xi,t−1)

= 2σ2
X − 2ρσ2

X

= 2σ2
X(1 − ρ)
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Measurement error in FE

• Similarly, define r to be the autocorrelation coefficient in wit,then the attenuation bias in
fixed effect model is

plim
(
β̂

)
= β

σ2
X(1 − ρ)

σ2
X(1 − ρ) + σ2

w(1 − r)

• If both Xit and wit are uncorrelated over time(t), then ρ = 0 and r = 0, the bias equals to
the one in simple OLS case.

• If measurement error is uncorrelated over time, but Xit are correlated over time, thus
ρ ̸= 0 and r = 0.Then we have

plim
(
β̂

)
= β

σ2
X(1 − ρ)

σ2
X(1 − ρ) + σ2

w
<

σ2
X

σ2
X + σ2

w

• It means that attenuation bias in fixed-effect model will be larger than the bias in OLS. In
other words, measurement error will be magnified in a FE model.
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Autocorrelation

69 / 96



Autocorrelation

• An important difference for a key assumption
• Cross-Section: Assumption 2 holds: i.i.d sample.
• Times series: Y1, ..., YT are dependent(not independent) and may not be identically
distributed.

• Panel data: independent across entities but no such restricition within an entity.

• Observations of a time series are typically correlated. This type of correlation is called
autocorrelation or serial correlation.
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Autocorrelation

• The covariance between Yt and its jth lag, Yt−j, is called the jth autocovariance of the series
Yt.

jthautocovariance = Cov(Yt, Yt−j)

• The jth autocorrelation coefficient, also called the serial correlation coefficient, measures
the correlation between Yt and Yt−j.

jthautocorrelation = ρj = ρYt,Yt−j =
Cov(Yt, Yt−j)√
Var(Yt)Var(Yt−j)
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Autocorrelated in Panel Data

• In the traffic fatality example, Xit, the beer tax in state i in year t,is autocorrelated:
• Most of the time, the legislature does not change the beer tax, so if it is high one year relative
to its mean value for state i,it will tend to be high the next year,too.
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Autocorrelated in Panel Data

• Similarly,uit would be also autocorrelated. It consists of time-varying factors that are
determinants of Yit but are not included as regressors, and some of these omitted factors
might be autocorrelated. It can formally be expressed as

Cov(uit, uis|Xit, Xis, αi) ̸= 0 for t ̸= s

• eg. a downturn in the local economy and a road improvement project.
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Autocorrelated in Panel Data

• If the regression errors are autocorrelated, then the usual heteroskedasticity-robust
standard error formula for cross-section regression is not valid.

• The result: an analogy of heteroskedasticity.

• OLS panel data estimators of β are unbiased and consistent but the standard errors will
be wrong

• usually the OLS standard errors understate the true uncertainty

• This problem can be solved by using “heteroskedasticity and
autocorrelation-consistent(HAC) standard errors”
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Standard Errors for Fixed Effects Regression

• The standard errors used are one type of HAC standard errors, clustered standard errors.

• The term clustered arises because these standard errors allow the regression errors to
have an arbitrary correlation within a cluster, or grouping, but assume that the regression
errors are uncorrelated across clusters.

• In the context of panel data,each cluster consists of an entity.Thus clustered standard
errors allow for heteroskedasticity and for arbitrary autocorrelation within an entity, but
treat the errors as uncorrelated across entities.

• Like heteroskedasticity-robust standard errors in regression with cross-sectional data,
clustered standard errors are valid whether or not there is
heteroskedasticity,autocorrelation,or both.
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Application: Drunk Driving Laws and Traffic Deaths
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Application: Drunk Driving Laws and Traffic Deaths

• Two ways to cracks down on Drunk Driving
1. toughening driving laws
2. raising taxes

• Both driving laws and economic conditions could be omitted variables,it is better to put
them into the regression as covariates.

• Besides, In two way fixed effect model, controlling both unobservable variables
simultaneously that

• do not change over time
• do not vary across states
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Application: Drunk Driving Laws and Traffic Deaths
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OVB and 2SLS in FE
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Introduction

• Recall our basic FE model is
Yit = β1Xit + αi + uit

• where αi is the entity fixed effect, which control individual unobservables persistent in time.

• But what if some individual unobservables correlated with X are also changing in time?
thus we will still suffer an OVB bias even we use FE model. More specifically,

E(uit|Xit, αi) ̸= 0

• Then our FE estimator will be biased again due to the OVB problem.
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Instrumental Variable in FE

• Recall the Within Estimator
Ỹit = β1X̃1it + ũit

• Then the Assumption
E(ũit | X̃1it) = 0

• Two Assumptions of IV
• Relevance

Cov(Z̃1it, X̃1it) ̸= 0

• Exogeneity
Cov(Z̃it, ũit) = 0
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First-Stage and Reduced Form

• First stage
Xit = γ1Zit + αi + εit

• Second stage
Yit = β1X̂it + αi + uit

• Reduced form
Yit = δ1Zit + αi + ϵit
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2SLS estimator in FE

• Recall 2sls estimator

β̂demean =

∑n
i=1

∑T
t=1 ỸitX̃it∑n

i=1
∑T

t=1 X̃
2
it

• Then 2sls estimator in FE is

β̂demean =

∑n
i=1

∑T
t=1 ỸitZ̃it∑n

i=1
∑T

t=1 X̃itZ̃it
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Application: Miguel, Satyanath and Sewrgenti(2004)
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Introduction

• “Economic Shocks and Civil Conflict: An Instrumental Variables Approach”,Journal of
Political Economy, 2004, vol(112),no.4

• Topic: Economic Shocks and Civil Conflict
• Civil wars have resulted in 3 times as many deaths as wars between states since WW II (Fearon
and Laitin 2003).

• Sub-Saharan Africa: 29 of 43 countries suffered from civil conflict during the 1980s and 1990s.
• Previous research highlights the association between economic conditions and civil conflict
rather than a causal relationship.

• Empirical Strategy: Use exogenous variation in rainfall as an IV for income growth to
estimate the impact of economic growth on civil conflict.
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Data and Measurement

• Armed Conflict Data: PRIO/Uppsala database
• small conflicts(>= 25) deaths per year
• conflicts with the standard 1,000-death per year
• coded as a dummy variable(Yes=1,No=0)
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Data and Measurement

• Rainfall Data: Global Precipitation Climatology Project (GPCP) database of monthly rainfall
estimates.

• The principal measure of a rainfall shock is the proportional change in rainfall from the
previous year,

∆Rit =
Rit − Ri,t−1

Ri,t−1
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Empirical Strategy: OLS-FE

• Simple OLS-FE Model

conflictit = X′
itβ + γ0 growth it + αi + yeart + ϵit

• Extended OLS-FE Model: one-period-lagged effect and a country-specific time
trends,δi × yeart

conflict it = X′
itβ + γ0 growth it + γ1 growth i,t−1 + αi + δi × year t + ϵit

• Potential bias?
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Empirical Strategy: IV-FE

• First-stage: Take rainfall shocks as IVs

growthit = X′
itβ + c0∆Rit + c1∆Ri,t−1 + αi + δi × year t + ϵit
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Empirical Strategy: IV-FE
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Empirical Strategy: IV-FE

• Reduced-Form:

conflictit = X′
itβ + b0∆Rit + b1∆Ri,t−1 + αi + δi × year t + uit
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Empirical Strategy: IV-FE

• Second-stage: conflict it = X′
itβ + γ0ĝrowthit + γ1ĝrowthi,t−1 + αi + δi × year t + ϵit
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Main Results

• OLS: Contemporaneous and lagged economic growth rates are negatively, though not
statistically significantly, correlated with conflicts.

• IV-2SLS with country controls: −2.25 (s.e 1.07) on lagged growth, which is significant at 5%
significant level.

• IV-2SLS with FE: −2.55 (s.e 1.10) on lagged growth, which is significant at 5% significant
level.

• Economic significance: The size of the estimated impact is huge.
• 1% point decline in GDP increases the likelihood of civil conflict by over 2% points.
• 5% point decline in GDP increases the likelihood of civil conflict by over 12% points,which
amounts to an increase of almost one-half(average is 27).
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Summary
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Wrap up

• We’ve showed that how panel data can be used to control for unobserved omitted variables that
differ across entities but are constant over time.

• The key insight is that if the unobserved variable does not change over time, then any changes in
the dependent variable must be due to influences other than these fixed characteristics.

• Double fixed Effects model, thus both entity and time fixed effects can be included in the
regression to control for variables that vary across entities but are constant over time and for
variables that vary over time but are constant across entities.
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Wrap up

• Despite these virtues, one shortcoming of fixed effect model is that it will exaggerate the
attenuation bias as when X is measured with some errors.

• Second,fixed effect model eliminate the OVB bias with demean or differences. But in the
mean time, it also diminishes the variations of Xs significantly, which will make the
estimate less precise.

• If the treatment variable of the interest is also constant, then it will gone when you use fixed
effect model.

• Last but not least, entity and time fixed effects regression cannot control for omitted
variables that vary both across entities and over time.There remains a need for new
methods that can eliminate the influence of unobserved omitted variables.
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