
Lecture 7: Introduction to Panel Data
Applied Micro Econometrics,Fall 2021

Zhaopeng Qu

Nanjing University Business School

December 09 2021

Zhaopeng Qu ( NJU ) Panel Data December 09 2021 1 / 167



Panel Data: What and Why

Panel Data: What and Why

Zhaopeng Qu ( NJU ) Panel Data December 09 2021 2 / 167



Panel Data: What and Why Introduction

Introduction

Zhaopeng Qu ( NJU ) Panel Data December 09 2021 3 / 167



Panel Data: What and Why Introduction

What is Panel Data

So far, we have only focused on data cross entities.Now it is the time
to add time, which leads us to use Panel Data.
Panel data refers to data with observations on multiple entities,
where each entity is observed at two or more points in time.
If the data set contains observations on the variables X and Y ,then
the data are denoted

(Xit, Yit), i = 1, ...n and t = 1, ..., T

the first subscript,i refers to the entity being observed
the second subscript,t refers to the date at which it is observed

Extension: not necessarily involves time dimension
outcome of employee i in firm m
(Xim, Yim) i = 1, ...n and m = 1, ..., M
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Panel Data: What and Why Introduction

Introduction: Data Structure

Balanced v.s Unbalanced
Balanced panel: each unit of observation i is observed the same
number of time periods, T. Thus, the total sample size is NT .
Unbalanced panel: each unit of observation i is observed an unequal
number of time periods, Ti, commonly some missing values for some
entities at some periods.

Micro v.s Macro
Micro: large N , and small T ,more similar to cross-section data
Macro: small N , and large T ,more similar to time series data

In our class, we focus on balanced and micro panel data.
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Panel Data: What and Why Introduction

Example: Traffic Deaths and Alcohol Taxes
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Panel Data: What and Why Introduction

Example: Traffic deaths and alcohol taxes

Observational unit: one year in one U.S. state
Total 48 U.S. states, so N = the number of entities = 48
7 years (1982,…, 1988),so T = the number of time periods = 7.

Balanced panel, so total number of observations

NT = 7»48 = 336

Variables:
Dependent Variable: Traffic fatality rate (# traffic deaths in that
state in that year, per 10,000 state residents)
Independent Variable: Tax on a case of beer
Other Controls (legal driving age, drunk driving laws, etc.)

A simple OLS regression model with t = 1982, 1988

FatalityRateit = β0t + β1tBeerTaxit + uit
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Panel Data: What and Why Introduction

U.S. traffic death data for 1982
Higher alcohol taxes, more traffic deaths
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Panel Data: What and Why Introduction

U.S. traffic death data for 1988
Still higher alcohol taxes, more traffic deaths
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Panel Data: What and Why Introduction

Pooled Cross-Sectional Data(1982-1988)

The positive relationship between alcohol taxes and traffic deaths
might be due to using only two years data.Therefore,we run the
following regression using full years data

FatalityRateit = β0 + β1BeerTaxit + uit

This is a simple OLS, only now sample size is NT = 7 × 48 = 336
If you we would like to control the time, in other words, we would like
to strict our regression within every years and then make an average,
then we should run

FatalityRateit = β0 + β1BeerTaxit + λTt + uit
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Panel Data: What and Why Introduction

Pooled Cross-Sectional Data(1982-1988)
Still higher alcohol taxes, more traffic deaths(though some nonlinear pattern)
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Panel Data: What and Why Introduction

Table 1:

Dependent Variable: Fatality Rate
Pooled OLS Pooled OLS with Time

(1) (2)
beertax 0.365∗∗∗ 0.366∗∗∗

(0.053) (0.053)
year_1983 −0.082

(0.128)
year_1984 −0.072

(0.121)
year_1985 −0.111

(0.120)
year_1986 −0.016

(0.121)
year_1987 −0.016

(0.122)
year_1988 −0.001

(0.119)
Constant 1.853∗∗∗ 1.895∗∗∗

(0.047) (0.105)
Observations 336 336
Adjusted R2 0.091 0.079

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Robust S.E. are shown in the parentheses
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Panel Data: What and Why Introduction

Pooled Cross-Sectional Data(1982-1988)

Could we are safety to make a conclusion:
Higher beer tax cannot make less but more fatalities
In other words : does the regression satisfy OLS Assumption 1-4 to
obtain an unbiased and consistent estimation for the conclusion?
Question: are there some threatens to the internal validity of the
estimate?
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Panel Data: What and Why Introduction

Pooled Cross-Sectional Data(1982-1988)

Assumption 1, E(ui|Xi) = 0 may not satisfied for some
unobservables(OVB).

Some unobservable factors that determines the fatality rate may be
correlated with BeerTax, such as local cultural attitude toward
drinking and driving.

Assumption 2 random sampling is not satisfied for serial correlation
of important variables.

Both Beertax and Fatality rate might be serial correlated between
different periods.
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Before-After Model
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Panel Data: What and Why Before-After Model

Simple Case: Panel Data with Two Time Periods

Firstly let adjust our model with some unobservables

FatalityRateit = β0 + β1BeerTaxit + β2Zi + uit

where uit is the error term and i = 1, ...n and t = 1, ..., T

Zi is the unobservable factor that determines the fatality rate in the
i state but does not change over time.
The omission of Zi might cause omitted variable bias(OVB) but we
don’t have data on Zi.
The key idea: Any change in the fatality rate from 1982 to 1988
cannot be caused by Zi, because Zi (by assumption) does not change
between 1982 and 1988.
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Panel Data: What and Why Before-After Model

Panel Data with Two Time Periods

Consider the regressions for 1982 and 1988…

FatalityRatei1988 = β0 + β1BeerTaxi1988 + β2Zi + ui1988

FatalityRatei1982 = β0 + β1BeerTaxi1982 + β2Zi + ui1982

Then make a difference

FatalityRatei1988 − FatalityRatei1982 =
β1(BeerTaxi1988 − BeerTaxi1982) + (ui1988 − ui1982)
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Panel Data: What and Why Before-After Model

Panel Data with Two Time Periods

Assumption: if E(uit|BeerTaxit, Zit) = 0,then (ui1988 − ui1982) is
uncorrelated with (BeerTaxi1988 − BeerTaxi1982)
Then this “difference” equation can be estimated by OLS, even
though Zi isn’t observed.
Intuition: because the omitted variable Zi doesn’t change, it cannot
be a determinant of the change in Y .
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Panel Data: What and Why Before-After Model

Case: Traffic deaths and beer taxes
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Panel Data: What and Why Before-After Model

Change in traffic deaths and change in beer taxes
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Panel Data: What and Why Before-After Model

Wrap up

In contrast to the cross-sectional regression results, the estimated
effect of a change in the real beer tax is negative, as predicted by
economic theory.
By examining changes in the fatality rate over time, the regression
controls for some unobservable but fixed factors such as cultural
attitudes toward drinking and driving.
But there are many factors that influence traffic safety, and if they
change over time and are correlated with the real beer tax, then their
omission will still produce omitted variable bias(OVB).
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Panel Data: What and Why Before-After Model

Wrap up

This “before and after” analysis works when the data are observed in
two different years.
Our data set, however, contains observations for seven different
years,and it seems foolish to discard those potentially useful
additional data.
But the “before and after” method does not apply directly when
T > 2. To analyze all the observations in our panel data set, we use a
more general regression setting: fixed effects
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Fixed Effects Model

Fixed Effects Model
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Fixed Effects Model Introduction

Introduction

Fixed effects regression is a method for controlling for omitted
variables in panel data when the omitted variables vary across entities
(states) but do not change over time.
Unlike the “before and after” comparisons,fixed effects regression can
be used when there are two or more time observations for each
entity.
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Fixed Effects Model Introduction

Fixed Effects Regression Model

The dependent variable (FatalityRate) and independent variable
(BeerTax) denoted as Yit and Xit, respectively. Then our model is

Yit = β0 + β1Xit + β2Zi + uit (11.1)

Where Zi is an unobserved variable that varies from one state to
the next but does not change over time

eg. Zi can still represent cultural attitudes toward drinking and driving.
We want to estimate β1, the effect on Y of X holding constant the
unobserved state characteristics Z.
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Fixed Effects Model Introduction

Fixed Effects Regression Model

Because Zi varies from one state to the next but is constant over
time,then let αi = β0 + β2Zi,the Equation becomes

Yit = β1Xit + αi + uit (11.2)

This is the fixed effects regression model, in which αi are treated
as unknown intercepts to be estimated, one for each state. The
interpretation of αi as a state-specific intercept in Equation (11.2).
Because the intercept αi can be thought of as the “effect” of being in
entity i (in the current application, entities are states),the terms
αi,known as entity fixed effects.
The variation in the entity fixed effects comes from omitted variables
that, like Zi in Equation (11.1), vary across entities but not over time.
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Fixed Effects Model Introduction

Alternative : Fixed Effects by using binary variables

How to estimate these parameters αi.
To develop the fixed effects regression model using binary variables,
let D1i be a binary variable that equals 1 when i = 1 and equals 0
otherwise, let D2i equal 1 when i = 2 and equal 0 otherwise, and so
on.
Arbitrarily omit the binary variable D1i for the first group.
Accordingly, the fixed effects regression model in Equation (7.2) can
be written equivalently as

Yit = β0 + β1Xit + γ2D2i + γ3D3i + ... + γnDni + uit (7.3)

Thus there are two equivalent ways to write the fixed effects
regression model, Equations (7.2) and (7.3).
In both formulations, the slope coefficient on X is the same from one
state to the next.
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Fixed Effects Model Estimation and Inference

Estimation and Inference
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Fixed Effects Model Estimation and Inference

Estimation: Introduction

In principle the binary variable specification of the fixed effects
regression model can be estimated by OLS.
But it is tedious to estimate so many fixed effects.If n = 1000, then
you have to estimate 1000 − 1 = 999 fixed effects.
There are some special routines, which are equivalent to using OLS
on the full binary variable regression, are faster because they employ
some mathematical simplifications that arise in the algebra of fixed
effects regression.
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Fixed Effects Model Estimation and Inference

Estimation: The “entity-demeaned”

Computes the OLS fixed effects estimator in two steps
The first step:

take the average across times t of both sides of Equation (7.2);

Ȳi = β1X̄i + αi + ūt (7.4)

demeaned: let Equation(7.2) minus (7.4)

Yit − Ȳi = β1Xit − X̄i + (αi − αi) + uit − ūi
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Fixed Effects Model Estimation and Inference

Estimation: The “entity-demeaned”

Let
Ỹit = Yit − Ȳi

X̃it = Xit − X̄i

ũit = uit − ūi

Then the second step: accordingly,estimate

Ỹit = β1X̃it + ũit (7.5)

Then the estimator is known as the within estimator. Because it
matters not if a unit has consistently high or low values of Y and X.
All that matters is how the variations around those mean values are
correlated.
In fact, this estimator is identical to the OLS estimator of β1 without
intercept obtained by estimation of the fixed effects model in
Equation (7.3)
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Fixed Effects Model Estimation and Inference

OLS estimator without intercept

OLS estimator without intercept

Yi = β1Xi + ui

The least squared term

min
b1

n∑
i=1

û2
i =

n∑
i=1

(Yi − b1Xi)2

F.O.C, thus differentiating with respect to β1, we get
n∑

i=1
2(Yi − b1Xi)Xi = 0

At last,
β̂1 = b1 =

∑n
i=1 YiXi∑n
i=1 X2

i
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Fixed Effects Model Estimation and Inference

Fixed effects estimator(I)

The second step:
Ỹit = β1X̃it + ũit (11.4)

Then the fixed effects estimator can be obtained based on OLS
estimator without intercept

β̂demean =
∑n

i=1
∑T

t=1 ỸitX̃it∑n
i=1

∑T
t=1 X̃2

it
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(II)

The fixed effects model is

Yit = β1Xit + αi + uit (7.2)

Equivalence to

Yit = β0 + β1Xit + γ2D2i + γ3D3i + ... + γnDni + uit (7.3)

Then we can think of αi as fixed effects or “nuisance parameters” to
be estimated,thus yields

(β̂, α̂1, . . . , α̂n) = argmin
b,a1,...,an

n∑
i=1

T∑
t=1

(Yit − bXit − ai)2

this amounts to including n = n + 1 − 1 dummies in regression of Yit

on Xit
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(II)

The first-order conditions (FOC) for this minimization problem are:

n∑
i=1

T∑
t=1

(Yit − β̂Xit − α̂i)Xit = 0

And
n∑

i=1

T∑
t=1

(Yit − β̂Xit − α̂i) = 0
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(II)

Therefore, for i = 1, . . . , N ,

α̂i = 1
T

T∑
t=1

(Yit − β̂Xit) = Y i − Xiβ̂,

where

X̄i ≡ 1
T

T∑
t=1

Xit; Ȳi ≡ 1
T

T∑
t=1

Yit
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(II)

Plug this result into the first FOC to obtain:

n∑
i=1

T∑
t=1

(Yit − β̂Xit − α̂i)Xit =
n∑

i=1

T∑
t=1

(Yit − Xitβ̂ − Y i + Xiβ̂)Xit

=
( n∑

i=1

T∑
t=1

(Yit − Y i)Xit

)

− β̂

( n∑
i=1

T∑
t=1

(Xit − X̄i)Xit

)
= 0
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(II)

Then we could obtain

β̂ =
∑n

i=1
∑T

t=1(Xit − X̄i)(Xit − X̄i)∑n
i=1

∑T
t=1(Yit − Ȳ )(Xit − X̄i)

=
∑n

i=1
∑T

t=1 X̃itỸit∑n
i=1

∑T
t=1 X̃2

it

with time-demeaned variables X̃it ≡ Xit − X̄, Ỹit ≡ Yit − Ȳi

which is same as we obtained in demeaned method.
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(III): first-differencing
The fixed effects model is

Yit = β1Xit + αi + uit (11.2)
Then implies

Yi1 = β1Xi1 + αi + ui1

Yi2 = β1Xi2 + αi + ui2
... =

...
YiT = β1XiT + αi + uiT

Taking the differences between consecutive years
Yi2 − Yi1 = β1(Xi2 − Xi1) + (ui2 − ui1)
Yi3 − Yi2 = β1(Xi3 − Xi2) + (ui3 − ui2)

... =
...

YiT − Yi,T −1 = β1(XiT − Xi,T −1) + (uiT − ui,T −1)
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(III): first-differencing

New notation,we use ∆ represents the change from the preceding
year,then

∆Yi2 = β1∆Xi2 + ∆ui2

∆Yi3 = β1∆Xi3 + ∆ui3
... =

...
∆YiT = β1∆XiT + ∆uiT

The first-difference fixed effect model is

∆Yit = β1∆Xit + ∆uit i = 1, ..., N, ; t = 2, ..., T (11.5)

Then first-difference estimator is

β̂fd =
∑n

i=1
∑T

t=2 ∆Yit∆Xit∑n
i=1

∑T
t=2 ∆X2

it
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Fixed Effects Model Estimation and Inference

The Fixed Effects Regression Assumptions

The simple fixed effect model

Yit = β1Xit + αi + uit, i = 1, ...n t = 1, ..., T

1 Assumption 1: uit has conditional mean zero with Xit, or Xi at any
time t and αi

E(uit|Xi1, Xi2, ..., XiT , αi) = 0

2 Assumption 2: (Xi1, Xi2, ..., XiT , ui1, ui2, ..., uiT ), i = 1, 2, ..., n are
i.i.d.

3 Assumption 3: Large outliers are unlikely.
4 Assumption 4: There is no perfect multicollinearity.
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Fixed Effects Model Estimation and Inference

The Fixed Effects Regression Assumptions

Assumption 1: uit has conditional mean zero with Xit, or Xi at any
time t and αi,thus

E(uit|Xi1, Xi2, ..., XiT , αi) = 0

uit has mean zero, given the state fixed effect and the entire history
of the Xs for that state.
No feedback effect from u to future X

Whether a state has a particularly high fatality rate this year does not
subsequently affect whether it increases the beer tax.
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Fixed Effects Model Estimation and Inference

Fixed effect estimator(III): first-differencing

When T = 2, FD and demean estimators and all test statistics are
identical.
When T = 3, FD and demean estimators are not the same, while both
are consistent(T fixed as N → ∞) if certain assumptions are satisfied.
But if the strict exogenous assumption is not satisfied, then the
demean estimator has more advantages over the FD estimator for
having substantial less bias.
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Fixed Effects Model Estimation and Inference

Statistical Properties of Fixed Effects Model

Unbiasedness and Consistency

β̂fe−demean =
∑n

i=1
∑T

t=1 X̃itỸit∑n
i=1

∑T
t=1 X̃2

it

=
∑n

i=1
∑T

t=1 X̃it(β1X̃it + ũit)∑n
i=1

∑T
t=1 X̃2

it

= β1 +
∑n

i=1
∑T

t=1 X̃itũit∑n
i=1

∑T
t=1 X̃2

it
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Fixed Effects Model Estimation and Inference

Statistical Properties

Unbiasedness and Consistency

β̂fd =
∑n

i=1
∑T

t=2 ∆Yit∆Xit∑n
i=1

∑T
t=2 ∆X2

it

=
∑n

i=1
∑T

t=2 ∆Xit(β1∆Xit + ∆uit)∑n
i=1

∑T
t=1 ∆X2

it

= β1 +
∑n

i=1
∑T

t=2 ∆Xit∆uit∑n
i=1

∑T
t=1 ∆X2

it

- It is very familiar: paralleling the derivation of OLS estimator, we could
prove the estimator of fixed effects model is unbiased and consistent.
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Fixed Effects Model Estimation and Inference

Statistical Properties

Similarly, in panel data, if the fixed effects regression
assumptions—holds, then the sampling distribution of the fixed
effects OLS estimator is normal in large samples.
Then the variance of that distribution can be estimated from the
data, the square root of that estimator is the standard error,
And the standard error can be used to construct t-statistics and
confidence intervals.
Statistical inference—testing hypotheses (including joint hypotheses
using F-statistics) and constructing confidence intervals—proceeds in
exactly the same way as in multiple regression with cross-sectional
data.
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Fixed Effects Model Estimation and Inference

Fixed Effects: goodness of fit

Three measures of goodness of fit are commonly reported
Within R2: demeaned Yit and demeaned predicted Ŷit using demeaned
Xit and estimate coefficient β̂

Between R2: average Yi and average predicted ˆ̄Yi using average X̄i

and estimate coefficient β̂
Overall R2: Yit and predicted Ŷit
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Fixed Effects Model Estimation and Inference

Fixed Effects: Extension to multiple X’s.

The multiple fixed effects regression model is

Yit = β1X1,it + ... + βkXk,it + αi + uit

Equivalently, the fixed effects regression can be expressed in terms of
a common intercept

Yit =β0 + β1X1,it + ... + βkXk,it

+ γ2D2i + γ3D3i + ... + γnDni + uit
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Fixed Effects Model Estimation and Inference

Application to Traffic Deaths

The OLS estimate of the fixed effects regression based on all 7 years
of data (336 observations), is

̂FatalityRate = − 0.66BeerTax + StateF ixedEffects

(0.29)

The estimated state fixed intercepts are not listed to save space and
because they are not of primary interest.
As predicted by economic theory,higher real beer taxes are associated
with fewer traffic deaths, which is the opposite of what we found in
the initial cross-sectional regressions.
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Fixed Effects Model Estimation and Inference

Application to Traffic Deaths

Recall: The result in Before-After Model is

The magnitudes of estimate coefficients are not identical,because they
use different data.
And because of the additional observations, the standard error now is
also smaller than before-after model.
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Extension: Both Entity and Time Fixed Effects
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Regression with Time Fixed Effects

Just as fixed effects for each entity can control for variables that are
constant over time but differ across entities, so can time fixed
effects control for variables that are constant across entities but
evolve over time.

Like safety improvements in new cars as an omitted variable that
changes over time but has the same value for all states.

Now our regression model with time fixed effects

Yit = β0 + β1Xit + β3St + uit

where St is unobserved and where the single t subscript emphasizes
that safety changes over time but is constant across states. Because
β3S3 represents variables that determine Yit, if St is correlated with
Xit, then omitting St from the regression leads to omitted variable
bias.
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Time Effects Only

Although St is unobserved, its influence can be eliminated because it
varies over time but not across states, just as it is possible to eliminate
the effect of Zi, which varies across states but not over time.
Similarly,the presence of St leads to a regression model in which each
time period has its own intercept,thus

Yit = β1Xit + λt + uit

This model has a different intercept, λt, for each time period, which
are known as time fixed effects.The variation in the time fixed
effects comes from omitted variables that vary over time but not
across entities.
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Time Effects Only

Just as the entity fixed effects regression model can be represented
using n − 1 binary indicators, the time fixed effects regression model
be represented using T − 1 binary indicators too:

Yit = β0 + β1X1,it + δ2B2t + ... + δT BTt + αi + uit (11.18)

where δ2, δ3, ..., δT are unknown coefficients
where B2t = 1 if t = 2 and B2t = 0 otherwise and so forth.

Nothing new, just a another form of Fixed Effects model with another
explanation.
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Time Effects Only

Table 2:

Dependent Variable: Fatality Rate
Pooled OLS Pooled OLS with Time

(1) (2)
beertax 0.365∗∗∗ 0.366∗∗∗

(0.053) (0.053)
year_1983 −0.082

(0.128)
year_1984 −0.072

(0.121)
year_1985 −0.111

(0.120)
year_1986 −0.016

(0.121)
year_1987 −0.016

(0.122)
year_1988 −0.001

(0.119)
Constant 1.853∗∗∗ 1.895∗∗∗

(0.047) (0.105)
Observations 336 336
Adjusted R2 0.091 0.079

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Robust S.E. are shown in the parentheses
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Both Entity and Time Fixed Effects

If some omitted variables are constant over time but vary across
states (such as cultural norms) while others are constant across states
but vary over time (such as national safety standards)
Then, combined entity and time fixed effects regression model is

Yit = β1Xit + αi + λt + uit

where αi is the entity fixed effect and λt is the time fixed effect.
This model can equivalently be represented as follows

Yit =β0 + β1Xit + γ2D2i + γ3D3i + ... + γnDni

+ δ2B2t + δ3B3t + ... + δT BTi + uit
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Both Entity and Time Fixed Effects: Estimation

The time fixed effects model and the entity and time fixed effects
model are both variants of the multiple regression model.
Thus their coefficients can be estimated by OLS by including the
additional time and entity binary variables.
Alternatively,first deviating Y and the X’s from their entity and
time-period means and then by estimating the multiple regression
equation of deviated Y on the deviated X’s.
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Fixed Effects Model Extension: Both Entity and Time Fixed Effects

Application to traffic deaths

This specification includes the beer tax, 47 state binary variables
(state fixed effects), 6 single-year binary variables (time fixed effects),
and an intercept, so this regression actually has 1 + 47 + 6 + 1 = 55
right-hand variables!

When time effects are included,this coefficient is less precisely
estimated, it is still significant only at the 10%, but not the 5%.
This estimated relationship between the real beer tax and traffic
fatalities is immune to omitted variable bias from variables that are
constant either over time or across states.
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Measurement error in FE
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Fixed Effects Model Measurement error in FE

Recall: Classical measurement error of X

The true model is
Yi = β0 + β1Xi + ui

with E[ui|Xi] = 0
Due to the classical measurement error,we only have X∗

i thus

X∗
i = Xi + wi

with E[wi|Xi] = 0
Then we have to estimate the model is

Yi = β0 + β1X∗
i + ei

where ei = −β1wi + ui
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Fixed Effects Model Measurement error in FE

Recall: Classical measurement error of X

Similar to OVB bias in simple OLS model, we had derived that

plim
(
β̂1

)
= β1

σ2
X

σ2
X + σ2

w

Then we have
plim

(
β̂1

)
= β1

σ2
X

σ2
X + σ2

w

≤ β1

The classical measurement error β1 is biased towards 0, which is also
called attenuation bias
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Fixed Effects Model Measurement error in FE

Measurement error in FE

Suppose we will estimate a fixed effect model

Yit = β1Xit + αi + uit

Unfortunately, our measurement of X is not accurate, suppose it
satisfies the classical measurement error, thus

X∗
it = Xit + wit

with E[wit|Xit] = 0
Then we estimate

Yit = β1X∗
it + αi + eit

with eit = −β1wit + uit
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Fixed Effects Model Measurement error in FE

Measurement error in FE

First difference estimator for fixed effect

∆Yit = β1∆X∗
it + ∆eit

with ∆eit = −β1∆wit + ∆uit

Following the formula of ME in Simple OLS regression,we have

plim
(
β̂1

)
= β1

σ2
∆X

σ2
∆X + σ2

∆w

Assume that time series Xt is stationary, which means that the
expectation and variance are both constant.

σ2
∆X = V ar(Xit) − 2Cov(Xit, Xi,t−1) + V ar(Xi,t−1)

= 2σ2
X − 2ρσ2

X

= 2σ2
X(1 − ρ)
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Fixed Effects Model Measurement error in FE

Measurement error in FE
Similarly, define r to be the autocorrelation coefficient in wit,then the
attenuation bias in fixed effect model is

plim
(
β̂

)
= β

σ2
X(1 − ρ)

σ2
X(1 − ρ) + σ2

w(1 − r)

If both Xit and wit are uncorrelated over time(t), then ρ = 0 and
r = 0, the bias equals to the one in simple OLS case.
If measurement error is uncorrelated over time, but Xit are correlated
over time, thus ρ ̸= 0 and r = 0.Then we have

plim
(
β̂

)
= β

σ2
X(1 − ρ)

σ2
X(1 − ρ) + σ2

w

<
σ2

X

σ2
X + σ2

w

It means that attenuation bias in fixed-effect model will be larger
than the bias in OLS. In other words, measurement error will be
magnified in a FE model.
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Fixed Effects Model Autocorrelation

Autocorrelation
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Fixed Effects Model Autocorrelation

Autocorrelated in Panel Data

An important difference for a key assumption
Cross-Section: Assumption 2 holds: i.i.d sample.
Panel data: independent across entities but no such restricition within
an entity.

Like Xit can be correlated over time within an entity, thus

Cov(Xt, Xs) ̸= 0 : for t ̸= s

then the Xt is said to be autocorrelated or serially correlated.
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Fixed Effects Model Autocorrelation

Autocorrelated in Panel Data

In the traffic fatality example, Xit, the beer tax in state i in year t,is
autocorrelated:

Most of the time, the legislature does not change the beer tax, so if it
is high one year relative to its mean value for state i,it will tend to be
high the next year,too.
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Fixed Effects Model Autocorrelation

Autocorrelated in Panel Data

Similarly,uit would be also autocorrelated. It consists of time-varying
factors that are determinants of Yit but are not included as regressors,
and some of these omitted factors might be autocorrelated. It can
formally be expressed as

Cov(uit, uis|Xit, Xis, αi) ̸= 0 for t ̸= s

eg. a downturn in the local economy and a road improvement project.
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Fixed Effects Model Autocorrelation

Autocorrelated in Panel Data

If the regression errors are autocorrelated, then the usual
heteroskedasticity-robust standard error formula for cross-section
regression is not valid.
The result: an analogy of heteroskedasticity.
OLS panel data estimators of β are unbiased and consistent but the
standard errors will be wrong

usually the OLS standard errors understate the true uncertainty
This problem can be solved by using “heteroskedasticity and
autocorrelation-consistent(HAC) standard errors”
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Fixed Effects Model Autocorrelation

Standard Errors for Fixed Effects Regression

The standard errors used are one type of HAC standard errors,
clustered standard errors.
The term clustered arises because these standard errors allow the
regression errors to have an arbitrary correlation within a cluster, or
grouping, but assume that the regression errors are uncorrelated
across clusters.
In the context of panel data,each cluster consists of an entity.Thus
clustered standard errors allow for heteroskedasticity and for
arbitrary autocorrelation within an entity, but treat the errors as
uncorrelated across entities.
Like heteroskedasticity-robust standard errors in regression with
cross-sectional data, clustered standard errors are valid whether or
not there is heteroskedasticity,autocorrelation,or both.
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Application: Drunk Driving Laws and Traffic Deaths
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Fixed Effects Model Application: Drunk Driving Laws and Traffic Deaths

Application: Drunk Driving Laws and Traffic Deaths

Two ways to cracks down on Drunk Driving
1 toughening driving laws
2 raising taxes

Both driving laws and economic conditions could be omitted
variables,it is better to put them into the regression as covariates.
Besides, In two way fixed effect model, controlling both unobservable
variables simultaneously that

do not change over time
do not vary across states
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Fixed Effects Model Application: Drunk Driving Laws and Traffic Deaths

Application: Drunk Driving Laws and Traffic Deaths
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Fixed Effects Model Summary

Summary
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Fixed Effects Model Summary

Wrap up

We’ve showed that how panel data can be used to control for unobserved
omitted variables that differ across entities but are constant over time.
The key insight is that if the unobserved variable does not change over time,
then any changes in the dependent variable must be due to influences other
than these fixed characteristics.
Double fixed Effects model, thus both entity and time fixed effects can be
included in the regression to control for variables that vary across entities
but are constant over time and for variables that vary over time but are
constant across entities.
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Fixed Effects Model Summary

Wrap up

Despite these virtues, one shortcoming of fixed effect model is that it
will exaggerate the attenuation bias as when X is measured with
some errors.
Second,fixed effect model eliminate the OVB bias with demean or
differences. But in the mean time, it also diminishes the variations
of Xs significantly, which will make the estimate less precise.

If the treatment variable of the interest is also constant, then it will
gone when you use fixed effect model.

Last but not least, entity and time fixed effects regression cannot
control for omitted variables that vary both across entities and over
time.There remains a need for new methods that can eliminate the
influence of unobserved omitted variables.
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Difference in Differences

Zhaopeng Qu ( NJU ) Panel Data December 09 2021 78 / 167



Difference in Differences Introduction

Introduction
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Difference in Differences Introduction

Difference in Differences：Introduction

DD(or DID) is a special case for “twoway fixed effects” under certain
assumption, which is one of most popular research designs in applied
microeconomics.
It was introduced into economics via Orley Ashenfelter in the late
1970s and then popularized through his student David Card (with
Alan Krueger) in the 1990s.
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Difference in Differences Introduction

RCT and Difference in Differences

A typical RCT design requires a causal studies to do as follow
1 Randomly assignment of treatment to divide the population into a

“treatment” group and a “control” group.
2 Collecting the data at the time of post-treatment then comparing them.

It works because treatment and control are randomized.
What if we have the treatment group and the control group, but they
are not fully randomized?
If we have observations across two times at least with one before
treatment and the other after treatment, then an easy way to make
causal inference is Difference in Differences(DID) method.
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Difference in Differences Introduction

DID estimator
The DID estimator is

β̂DID = (Ȳtreat,post − Ȳtreat,pre) − (Ȳcontrol,post − Ȳcontrol,pre)
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Card and Krueger(1994): Minimum Wage on Employment
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Introduction

Theoretically,in competitive labor market, increasing binding
minimum wage decreases employment.But what about the reality?
Ideal experiment: randomly assign labor markets to a control group
(minimum wage kept constant) and treatment group (minimum wage
increased), compare outcomes.
Policy changes affecting some areas and not others create natural
experiments.

Unlike ideal experiment, control and treatment groups here are not
randomly assigned.
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Card and Krueger(1994): Backgroud

Policy Change: in April 1992
Minimum wage in New Jersey from $4.25 to $5.05
Minimum wage in Pennsylvania constant at $4.25

Research Design:
Collecting the data on employment at 400 fast food restaurants in
NJ(treatment group) in Feb.1992 (before treatment)and again
November 1992(after treatment).
Also collecting the data from the same type of restaurants in eastern
Pennsylvania(PA) as control group where the minimum wage stayed at
$4.25 throughout this period.
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Card & Krueger(1994): Geographic Background
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Card & Krueger(1994): Model Graph
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Card & Krueger(1994):Result
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Regression DD - Card and Krueger

DID model:

Yts = α + γNJs + λdt + δ(NJ × d)st + uits

NJ is a dummy equal to 1 if the observation is from NJ,
otherwise equal to 0(from Penny)
d is a dummy equal to 1 if the observation is from November (the post
period),
otherwise equal to 0(Feb. the pre period)

Which estimate coefficient does present DID estimator?
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Difference in Differences Card and Krueger(1994): Minimum Wage on Employment

Regression DD - Card and Krueger
A 2 × 2 matrix table

treat or control
NJ=0(control) NJ=1(treat)

d=0(pre) α α + γ
pre or post d=1(post) α + λ α + γ + λ + δ

Then DID estimator
β̂DID = (Ȳtreat,post − Ȳtreat,pre)−

(Ȳcontrol,post − Ȳcontrol,pre)
= (NJpost − NJpre) − (PApost − PApre)
= [(α + γ + λ + δ) − (α + γ)] − [(α + λ) − α]
= δ
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Difference in Differences Key Assumption For DID

Key Assumption For DID
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Difference in Differences Key Assumption For DID

Paralled Trend

A key identifying assumption for DID is: Common trends or Parallel
trends

Treatment would be the same “trend” in both groups in the absence of
treatment.

This doesn’t mean that they have to have the same mean of the
outcome.
There may be some unobservable factors affected on outcomes of
both group. But as long as the effects have the same trends on both
groups, then DID will eliminate the factors.
It is difficult to verify because technically one of the parallel trends
can be an unobserved counterfactual.
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Difference in Differences Key Assumption For DID

Assessing Graphically

Common Trend: It is difficult to verify but one often uses
pre-treatment data to show that the trends are the same.

If you only have two-period data, you can do nothing.
If you luckly have multiple-period data, then you can show something
graphically.
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Difference in Differences Key Assumption For DID

An Encouraging Example: Pischeke(2007)

Topic: the length of school year on student performance
Background:

Until the 1960s, children in all German states except Bavaria started
school in the Spring. In 1966-1967 school year, the Spring moved to
Fall.
It make two shorter school years for affected cohort, 24 weeks long
instead of 37.

Research Design:
Dependent Variable: Retreating rate
Independent Variable: spending time on school
Treatment group: Students in the German States except Bavaria.
Control group: Students in Bavaria.
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Difference in Differences Key Assumption For DID

An Encouraging Example: Pischeke(2007)
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Difference in Differences Key Assumption For DID

An Encouraging Example: Pischeke(2007)

This graph provides strong visual evidence of treatment and control
states with a common underlying trend.
A treatment effect that induces a sharp but transitory deviation from
this trend.
It seems to be clear that a short school years have increased
repetition rates for affected cohorts.

Zhaopeng Qu ( NJU ) Panel Data December 09 2021 96 / 167



Difference in Differences Extensions of DID

Extensions of DID
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Difference in Differences Extensions of DID

A Simple DID Regression

The simple DID regression

Yist = α + β(Treat × Post)st + γTreats + δPostt + uist

Treats is a dummy variable indicate whether or not is treated.
Postt is a dummy variable indicate whether or not is post-treatment
period.
γ captures the outcome gap between treatment and control group that
are constant over time.
δ captures the outcome gap across post and pre period that are
common to both two groups.
β is the coefficient of interest which is the difference-in-differences
estimator

Note: Outcomes are often measured at the individual level i,while
treatment takes place at the group level s.
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Difference in Differences Extensions of DID

A Simple DID Regression with Covariates

Add more covariates as control variables which may reduce the
residual variance (lead to smaller standard errors)

Yist = α + β(Treat × Post)st + γTreats + δPostt + ΓX ′
ist + uist

Xist is a vector of control variables. Γ is the corresponding estimate
coefficient vector.

Xist can include individual level characteristics and time-varying
measured at the group level.
Those time-invariant Xs may not helpful because they are part of
fixed effect which will be differential.
Time-varying Xs may be problematic if they are the outcomes of the
treatment which are bad controls.
So Pre-treatment covariates which could include Xs on both group
and individual level are more favorable.
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Difference in Differences Extensions of DID

A Simple DID Regression with More Periods

We can slightly change the notations and generalize it into

Yist = α + βDst + γTreats + δPostt + ΓX ′
ist + uist

Where Dst means (Treat × Post)st

Using Fixed Effect Models further to transform into

Yist = βDst + αs + δt + ΓX ′
ist + uist

αs is a set of groups fixed effects, which captures Treats.
δt is a set of time fixed effects, which captures Postt.

Note:
Samples enter the treatment and control groups at the same time.
The frame work can also apply to Repeated(Pooled) Cross-Section
Data.
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Difference in Differences Extensions of DID

DID for different treatment intensity

Study treatments with different treatment intensity. (e.g., varying
increases in the minimum wage for different states)’
Card(1992) exploits regional variation in the impact of the federal
minimum wage. The regression is

Yist = β(Intenses × Dt) + γs + δt + uist

Where the variable Intenses is a measure of the fraction of teenagers
likely to be affected by a minimum wage increase in each state and
Dt is a dummy for observations after 1990, when the federal
minimum increased from $3.35 to $3.80.
β means that how much does wage increase when increasing the one
fraction of affected teenagers by an increase of the federal minimum
wage.
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Difference in Differences Loose or Test Common Trend Assumption

Loose or Test Common Trend Assumption
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Difference in Differences Loose or Test Common Trend Assumption

Add group-speicific time trends

This setting can eliminate the effect of group-specific time trend in
outcome on our DID estimates

Yist = βDst + αs + δt + τst + ΓX ′
ist + uist

τst is group-specific dummies multiplying the time trend variable t,
which can be quadratic to capture some nonlinear trend.
The group specific time trend in outcome means that treatment
and control groups can follow different trends.
It make DID estimate more robust and convincing when the
pretreatment data establish a clear trend that can be extrapolated
into the posttreatment period.
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Difference in Differences Loose or Test Common Trend Assumption

Add group-specific time trends

Besley and Burgess (2004),“Can Labor Regulation Hinder Economic
Performance? Evidence from India”, The Quarterly Journal of
Economics.

Topic: labor regulation on businesses in Indian states
Method: Difference-in-Differences
Data: States in India
Dependent Variable: log manufacturing output per capita on states
levels
Independent Variable: Labor regulation(lagged) coded
1 = pro − worker;0 = neutral;−1 = pro − employer and then
accumulated over the period to generate the labor regulation measure.
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Difference in Differences Loose or Test Common Trend Assumption

Controlling the group specific time trend- thus the long-term
propensity of pro-labor of the states- makes the estimate to zero.
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Difference in Differences Loose or Test Common Trend Assumption

Within control group – DDD(Triple D)

More convincing analysis sometime comes from higher-order
contrasts: DDD or Triple D design.

Build the third dimension of contrast to eliminate the potential bias.
e.g: Minimum Wage

Treatment group: Low-wage-workers in NJ.
Control group 1: High-wage-workers in NJ.
Assumption 1：the low wage group would have the same trends as
high wage group if there were not the new law.
Control group 2: Low-wage workers in PA.
Assumption 2：the low wage group in NJ would have the same trends
as those in PA if there were not the new law.

It can loose the simple common trend assumption in simple DID.
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Difference in Differences Loose or Test Common Trend Assumption

Within control group – DDD(Triple D)

Jonathan Gruber (1994), “The Incidence of Mandated Maternity
Benefits”, American Economic Review

Topic: how the mandated maternity benefits affects female’s wage and
employment.
Several state government passed the law that mandated childbirth be
covered comprehensively in health insurance plans.
Dependent Variable: log hourly wage
Independent Variable: mandated maternity benefits law

Econometric Method: Triple D
1 DID estimates for treatment group (women of childbearing age) in

treatment state v.s. control state before and after law change.
2 DID estimates for control group (women not in childbearing age) in

treatment state v.s. control state before and after law change.
3 DDD DDD estimate of the effect of mandated maternity benefits on

wage is (1) − (2)
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Difference in Differences Loose or Test Common Trend Assumption

Within control group – DDD(Triple D)

DDD in Regression

Yisct = βDsct + αs + γc + δt + λ1st + λ2sc + λ3ct + ΓX ′
icst + uisct

αs:a set of dummies indicating whether or not treatment state
δt: a set of dummies indicating whether or not law change
γc: a set of dummies indicating whether or not women of childbearing
age
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Difference in Differences Loose or Test Common Trend Assumption

The Event Study Design: Including Leads and Lags

If you have a multiple years panel data, then including leads into the
DD model is an easy way to analyze pre-treatment trends.
Lags can be also included to analyze whether the treatment effect
changes over time after assignment.
The estimated regression would be

Yits = αs + δt +
−1∑

τ=−q

θτ Dst +
p∑

τ=0
δτ Dst + Xist + uits

Treatment occurs in year 0
Includes q leads or anticipatory effects
Includes p leads or post treatment effects
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Difference in Differences Loose or Test Common Trend Assumption

Study including leads and lags – Autor (2003)

Autor (2003) includes both leads and lags in a DD model analyzing
the effect of increased employment protection on the firm’s use of
temporary help workers.
In the US employers can usually hire and fire workers at will.
U.S labor law allows ‘employment at will’ but in some state courts
have allowed a number of exceptions to the doctrine, leading to
lawsuits for ‘unjust dismissal’.
The employment of temporary workers in a state to dummy variables
indicating state court rulings that allow exceptions to the
employment-at-will doctrine.
The standard thing to do is normalize the adoption year to 0
Autor(2003) then analyzes the effect of these exemptions on the use
of temporary help workers.
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Difference in Differences Loose or Test Common Trend Assumption

Study including leads and lags – Autor (2003)

The leads are very close to 0: Common trends assumption may hold.
The lags show that the effect increases during the first years of the
treatment and then remains relatively constant.
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Standard errors and Other Threats
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Difference in Differences Standard errors and Other Threats

Standard errors in DD strategies

Many paper using DD strategies use data from many years: not just 1
pre and 1 post period.
The variables of interest in many of these setups only vary at a group
level (say a state level) and outcome variables are often serially
correlated.
In the Card and Krueger study, it is very likely that employment in
each state is not only correlated within the state but also serially
correlated.
As Bertrand, Duflo and Mullainathan (2004) point out, conventional
standard errors often severely understate the standard deviation of the
estimators – standard errors are biased downward.
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Difference in Differences Standard errors and Other Threats

Standard errors in Practice

Simple solution:
Clustering standard errors at the group level,but the number of groups
does matter.
It may also cluster at both the group level and time level.

Other solutions: Bootstrapping
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Difference in Differences Standard errors and Other Threats

Other Threats to Validity

Non-parallel trends
Other simultaneous shock
Functional form dependence
Multiple treatment times(Stagger DID)
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Difference in Differences Standard errors and Other Threats

Non-parallel trends

Often policymakers will select the treatment and controls based on
pre-existing differences in outcomes – practically guaranteeing the
parallel trends assumption will be violated.
“Ashenfelter dip”

Participants in job trainings program often experience a “dip” in
earnings just prior to entering the program.
Since wages have a natural tendency to mean reversion,comparing
wages of participants and non-participants using DD leads to an
upward biased estimate of the program effect.
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Difference in Differences Standard errors and Other Threats

DD with multiple treatment times

What happens if we have treated units who get treated at different
times?
The simple DID model

Yist = α + βDst + γTreats + δPostt + ΓX ′
ist + uist

But now DTit can turn from 0 to 1 at different times for different
units.
Caution: this specification gets you a weighted average of several
comparisons.This may not be exactly what you want!
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Difference in Differences Standard errors and Other Threats

Function Forms

So far our specifications of DID regression equation is linear, but what
if it is wrong?
Several nonparametric or semi-parametric methods can be used

Matching DID: Propensity Score Matching and Kernel Density
Matching DID
Semiparametric DID
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Difference in Differences Standard errors and Other Threats

Checks for DD Design

Very common for readers and others to request a variety of
“robustness checks” from a DID design.
Think of these as along the same lines as the leads and lags

Falsification test using data for prior periods
Falsification test using data for alternative control group(kind of triple
DDD)
Falsification test using alternative “placebo” outcome that should not
be affected by the treatment
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Difference in Differences Summary

Summary
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Difference in Differences Summary

Wrap up

Difference-in-differences is a special case of fixed effect model with
much more powers in our toolbox to make causal inference.
The key assumption is common trend which is not easy to testify
using data.
Noting that using the right way to inference the standard error.
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Introduction
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Extensions of DID: Synthetic Controls Introduction

Basic Idea

The synthetic control method(SCM) were originally proposed in
Abadie and Gardeazabal (2003) and Abadie et al. (2010) with the
aim to estimate the effects of aggregate interventions,
Interventions that are implemented at an aggregate level affecting a
small number of large units (such as a cities, regions, or countries),
on some aggregate outcome of interest.
The basic idea behind synthetic controls is that a combination of
units often provides a better comparison for the unit exposed to the
intervention than any single unit alone.
It is a data-driven procedure to use a small number of non-treated
units to build the suitable counterfactuals.
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Extensions of DID: Synthetic Controls Introduction

Introduction

Synthetic control has been called the most important innovation in
causal inference of the last 15 years(Athey and Imbens 2017).
It is useful for case studies, which is nice because that is often all we
have.
Continues to also be methodologically a frontier for applied
econometrics and is widely used in many field, even outside academia.
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Extensions of DID: Synthetic Controls Method

The basic idea is use (long) longitudinal data to build the weighted
average of non-treated units that best reproduces characteristics of
the treated unit over time in pre-treatment period.
The weighted average of non-treated units is the synthetic cohort.
Causal effect of treatment can be quantified by a simple difference
after treatment: treated vs synthetic cohort.
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Abadie et.al(2010): Tax on Cig-Consumption
In 1988, California passed comprehensive tobacco control legislation:
Increased cigarette taxes by $0.25 per pack ordinances.
It estimates the effect of the policy on cigarette consumption.
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Abadie et.al(2010): Tax on Cig-Consumption
Using 38 states that had never passed such programs as controls:
Synthetic CA
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Predictor Means: Actual vs Synthetic California

Most observables are similar between Actual and Synthetic
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The Application: Actual vs Synthetic California
The treatment effect is measured by the gap in ciga-sales between
Actual and Synthetic
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Formalization
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Extensions of DID: Synthetic Controls Formalization

Formalization: The Setting

Suppose that we obtain data for J + 1 units: j = 1, 2, ..., J + 1
Assume that the first unit (j = 1) is the treated unit, that is, the unit
affected by the policy intervention of interest.
Then the set of potential comparisons,j = 2, ..., J + 1 is a collection of
untreated units, not affected by the intervention.

Assume also that our data span T periods and that the first T0 periods are
before the intervention.
Let Yjt and Y N

jt be the real and potential outcomes of interest for unit j of
J + 1 aggregate units at time t with and without intervention.
the effect of the intervention of interest for the affected unit in period
t(t > T0)

τ1t = Y1t − Y N
1t
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Formalization: The Setting

How to reproduce Y N
1t which is totally unobservable? Use unaffected

units in control groups to predict it.
More specifically, a weighted average of the units in the comparison
group use to construct the potential outcome of treated units, which
define as synthetic control.Thus,

Ŷ N
1t = ΣJ+1

j=2 wjYjt

Then the question is how to determine these values of the weights, wj
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Formalization: Weights

Let more specifically, W = (w2, ..., wJ+1)′ have to satisfy two
restriction conditions

wj ≥ 0 for j = 2, ..., J + 1
ΣJ+1

j=2 wj = 1
how to determine these values of the weights, wj

The simplest way: assigning equal weights, thus

wj = 1
J

Or a population weighted version is a fraction of the total population in
the comparison group(at the time of the intervention),thus

wj = Nj

ΣJ+1
j=2 Nj
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Formalization: Weights

For each unit, j, we also observe a set of characteristics which can be
use to predict the outcome Yjt, denoted as X1j , ...Xkj

Let X1 is a k × 1 vector of these characteristics for the treated unit.
Similarly, let X0 be a (k × J) matrix which contains the same
variables for the unaffected units.
Abadie et. al (2010) proposes that we can determine the value of w∗

j

by using Matching method,which is a re-weighted method in nature.
Let X1 is a k × 1 vector of pre-intervention characteristics for the
treated unit. Similarly, let X0 be a (k × J) matrix which contains the
same variables for the unaffected units.
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Matching Estimator

Suppose we have treated and untreated groups but the here
assignment is not random. Then we can’t obtain the causal effect δ
directly by

E(Y1|D = 1) − E(Y0|D = 0)

for the presence of selection bias.
The idea of matching method is quite simple. What if we can
construct a reasonable “control” group by selecting some(or
all) samples in untreated group then we can estimate the
treatment effect

δ̂ = 1
NT

ΣNT
i=1(Yi − Y c

i )

NT is the sample size in treatment group
Y c

i is the corresponding counterfactual outcomes by
matching(selecting) the sample in untreated group.
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Matching Estimator: an example

the only covariates is X, which is used to select the “proper”
counterfactuals
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Matching Estimator: an example

Then
δ̂ = 1

3
[(6 − 9) + (1 − 0) + (0 − 9)] = −3.7
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Matching Estimator

But what if we have multiple covariates using to match, thus
X = (X1, X2, ...Xk)′

If X = (x1, x2, ...xk) is a k-class vector, then the distance to
measure “closeness” or “similarity” between two vectors such as Xi

and Xj is the Euclidean distance

∥ (Xi − Xj) ∥ =
√

(Xi − Xj)′(Xi − Xj)

=
√

Σk
n=1(Xni − Xnj)2
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Normalized Euclidean distance

The Euclidean distance is not invariant to changes in the scale of the
X’s. For this reason, alternative distance metrics that are invariant to
changes in scale are used.
A commonly used distance is the normalized Euclidean distance:

∥ (Xi − Xj) ∥=
√

(Xi − Xj)′V̂ −1(Xi − Xj)

where V is some (k × k) symmetric and positive semidefinite matrix.
More specifically,

V̂ −1 =


σ̂2

1 0 ... 0
0 σ̂2

2 ... 0
... ... . . . ...
0 0 · · · σ̂2

k


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Formalization: Weight by Matching

The rule to choose the optimal weight vector W ∗ = (w2, ..., wJ+1)′

will be
argminW ∥ (X1 − X0W ) ∥

Thus,the optimal vector should minimize the “distance” between
treated unit and unaffected group,subject to two weight constraints.
More specifically, Abadie, et al(2010) consider

∥ (X1 − X0W ) ∥V =
√

(X1 − X0W )′V (X1 − X0W )

where V is some (k × k) symmetric and positive semidefinite matrix.
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Formalization: More on the V matrix

Typically, V is diagonal with main diagonal v1, ..., vk. Then the
synthetic control weights minimize

k∑
m=1

vm
(
X1m −

J+1∑
j=2

w∗
j Xjm

)2

Where vm is a weight that reflects the relative importance that we
assign to the mth variable when we measure the discrepancy between
the treated unit and the synthetic controls.
And vm is critical because it weights directly shape wj ,which help
reproducing the counterfactual outcome for the treated unit in the
absence of the treatment.
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Formalization: Estimating the V matrix

Various ways to choose V
In practice,most people choose V that minimizes the mean squared
prediction error(MSPE).Thus,

T0∑
t=1

(
Y1t −

J+1∑
j=2

w∗
j (V )Yjt

)2

If the number of pre-intervention periods in the data is “large”, then
matching on pre-intervention outcomes can allow us to control for the
heterogeneous responses to multiple unobserved factors.
The intuition here is that only units that are alike on unobservables
and unobservables would follow a similar trajectory pre-treatment.
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A Machine learning procedure

1 Divide the pre-intervention periods(T0) into a initial training
period(t = 1, ...t0) and a subsequent validation
period(t = t0 + 1, ...T0).

2 Select a value V ∗ make the MSPE is small
T0∑

t=t0+1

(
Y1t −

J+1∑
j=2

wj(V )Yjt
)2

3 Use the resulting V ∗ and data on the predictors for the last t0 before
in the intervention,t = t0 + 1, t0 + 2, ..., T0 to calculate w∗ = w(V ∗)
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Inference

Permutation Strategy: whether the effect estimated by the synthetic
control for the unit affected by the intervention is large relative to the
effect estimated for a unit chosen at random.
Implementation: “randomization” of the treatment to each unit,
re-estimating the model, and calculating a set of root mean squared
prediction error (RMSPE) values for the pre- and post-treatment
period.
For 0 ≤ t1 ≤ t2 ≤ T and j = 1, 2, ..., J + 1,let

Rj(t1, t2) =
( 1
t2 − t1 + 1

t2∑
t=t1

(Yjt − Ŷ N
jt )2) 1

2

Some states whose pre-treatment RMSPE is considerably different
than California’s can be dropped.
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Inference: Dropping Sample
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Inference: Dropping Sample
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Inference: Dropping Sample
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Inference: Dropping Sample
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Inference: Procedure
1 Iteratively apply the synthetic method to each state in the unaffected

group and obtain a distribution of placebo effects.
2 Calculate the RMSPE(root mean squared prediction error) for each

placebo for the pre-treatment and post-treatment.

Post-treatment Rj,post = RMSPEj(T0 + 1, T )
Pre-treatment Rj,pre = RMSPEj(1, T0)

3 Compute the ratio of the post-to-pre-treatment and sort it in
descending order from greatest to highest. Thus

rj = Rj,post

Rj,pre

4 The exact p-value is defined as

p − value = rankth

J + 1
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Inference: P-Value
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An Application: The 1990 German Reunification
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Topic: The Economic Effect of the German Reunification
on West Germany

Cross-country regressions are often criticized because they put
side-by-side countries of very different characteristics.

“What do Thailand, the Dominican Republic, Zimbabwe,Greece and
Bolivia have in common that merits their being put in the same
regression analysis? Answer: For most purposes, nothing at all.”
(Harberger 1987)

Application: The economic effect of “Berlin Wall” Falling,thus the
1990 German reunification,on West Germany.
Control group is compositional restricted to 16 OECD countries
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West Germany v.s. OECD
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Economic Growth Predictors Means across groups
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West Germany v.s Sythetic West Germany
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GDP Gap: West Germany and synthetic West Germany
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The 1990 German Reunification: Leave-one-out estimates
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RMSE Test
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Placebo Test: What if ‘1980’ German Reunification
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Wrap Up

Synthetic control method provide many practical advantages for
causal inference.
The credibility of the results depends on

the level of diligence exerted in the application
whether contextual and data requirements are met
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Summary for Causal Inference
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Summary for Causal Inference

Final Thoughts(Angrist and Pischeke,2008)

A good research design is one you are excited to tell people about
that’s basically what characterizes all research designs, whether
instrumental variable,regression discontinuity designs or
difference-in-differences,synthetic control method among
others(Seven Magic Weapons).

Causality is easy and hard. Don’t get confused which is the hard part
and which is the easy part.
Always understand what assumptions you must make, be clear which
parameters you are and are not identifying.
Last but not least, Remember: Good question is always the first
priority. Along with good research design is in the second place.
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Summary for Causal Inference

Though still a long way to go but now we could take a
break and enjoy the landscape.
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