
Lecture 8: Difference-in-Differences and Extensions

Applied MicroEonometrics,Fall 2024

Zhaopeng Qu

Nanjing University Business School

November 13 2024

1 / 130



1 Difference in Differences

2 Loose Common Trend Assumption

3 More Extensions

4 Summary

5 Extensions of DID(II): Synthetic Control Method(SCM)

6 A Summary of Causal Inference Method



Difference in Differences

3 / 130



Introduction

4 / 130



Difference in Differences：Introduction

• DD(or DID) is a special case for “twoway fixed effects” under certain assumption,
which is one of most popular research designs in applied microeconomics.

• It was introduced into economics via Orley Ashenfelter in the late 1970s and then
popularized through his student David Card (with Alan Krueger) in the 1990s.
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RCT and Difference in Differences

• A typical RCT design requires a causal studies to do as follow
1. Randomly assignment of treatment to divide the population into a “treatment”

group and a “control” group.
2. Collecting the data at the time of post-treatment then comparing them.

• It works because treatment and control are randomized.
• What if we have the treatment group and the control group, but they are not fully

randomized?
• If we have observations across two times at least with one before treatment and

the other after treatment, then an easy way to make causal inference is
Difference in Differences(DID) method.
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DID estimator
• The DID estimator is

β̂DID = (Ȳtreat,post − Ȳtreat,pre) − (Ȳcontrol,post − Ȳcontrol,pre)
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Card and Krueger(1994): Minimum Wage on Employment
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Introduction

• Theoretically,in competitive labor market, increasing binding minimum wage
decreases employment.But what about the reality?

• Ideal experiment: randomly assign labor markets to a control group (minimum
wage kept constant) and treatment group (minimum wage increased), compare
outcomes.

• Policy changes affecting some areas and not others create natural experiments.
• Unlike ideal experiment, control and treatment groups here are not randomly

assigned.
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Card and Krueger(1994): Backgroud 1

• Policy Change: in April 1992
• Minimum wage in New Jersey from $4.25 to $5.05
• Minimum wage in Pennsylvania constant at $4.25

• Research Design:
• Collecting the data on employment at 400 fast food restaurants in NJ(treatment

group) in Feb.1992 (before treatment)and again November 1992(after treatment).
• Also collecting the data from the same type of restaurants in eastern

Pennsylvania(PA) as control group where the minimum wage stayed at $4.25
throughout this period.

1Card, D., and Krueger, A. B. (1994). Minimum Wages and Employment: A Case Study of the
Fast-Food Industry in New Jersey and Pennsylvania. The American Economic Review, 84(4)
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Card & Krueger(1994): Geographic Background
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Card & Krueger(1994): Model Graph2

2Source:Angrist and Pischke(2009) 12 / 130



Card & Krueger(1994):Result3

3Source:Angrist and Pischke(2009) 13 / 130



Regression DD - Card and Krueger

• DID model:
Yst = α+ γNJs + λdt + δ(NJ × d)st + ust

• NJ is a dummy equal to 1 if the observation is from NJ(treat).Otherwise equal to 0
from Penny(control).

• d is a dummy equal to 1 if the observation is from November (the post
period),otherwise equal to 0(Feb. the pre period)

• (NJ × d) is the interaction term of NJ and d.
• ust is the error term.

• Which estimated coefficient represents the DID estimator?
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Regression DD - Card and Krueger
• A 2 × 2 matrix table

treat or control

NJ=0(control) NJ=1(treat)

d=0(pre) α α+ γ
pre or post d=1(post) α+ λ α+ γ + λ+ δ

• Then DID estimator
β̂DID = (Ȳtreat,post − Ȳtreat,pre) − (Ȳcontrol,post − Ȳcontrol,pre)

= (NJpost − NJpre) − (PApost − PApre)
= [(α+ γ + λ+ δ) − (α+ γ)] − [(α+ λ) − α]
= δ
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Specifications of DID
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A Simple(2 × 2)DID Regression

• The simple DID regression on the individual level can be written as

Yist = α+ β(Treat × Post)st + γTreats + δPostt + uist

• Treats(or D)is a dummy variable indicate whether or not is treated.
• Postt(or T) is a dummy variable indicate whether or not is post-treatment period.
• γ captures the outcome gap between treatment and control group that are constant

over time.
• δ captures the outcome gap across post and pre period that are common to both

two groups.
• β is the coefficient of interest which is the difference-in-differences estimator

• Note: The outcomes are often measured at the individual level i,while treatment
takes place at the group level.(The S.E. has to be adjusted).
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A Simple(2 × 2)DID Regression with Covariates
• Add more covariates as control variables which may reduce the residual variance

(lead to smaller standard errors)

Yist = α+ β(Treat × Post)st + γTreats + δPostt + ΓX′
ist + uist

• Xist is a vector of control variables, which can include individual level
characteristics and time-varying measured at the group level. Γ is the
corresponding estimate coefficient vector.

• Those time-invariant Xs may not helpful because they are part of fixed effect
which will be differential(absorted in α and γ).

• Time-varying Xs may be problematic if they are the outcomes of the treatment
which are bad controls.

• So Pre-treatment covariates which could include Xs on both group and individual
level are more favorable.
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A Simple 2 × 2 DID Regression with Many Periods
• We can slightly change the notations and generalize it into

Yist = α+ βDst + γTreats + δPostt + ΓX′
ist + uist

• Where Dst means (Treat × Post)st

• Using Fixed Effect models further to transform it into

Yist = βDst + αs + δt + ΓX′
ist + uist

• αs = α+ γs is a set of groups fixed effects, which captures Treats.
• δt is a set of time fixed effects, which captures Postt.

• Note:
• Samples enter the treatment and control groups at the same time.
• The frame work can also apply to Repeated(Pooled) Cross-Section Data.

19 / 130



Key Assumption For DID

20 / 130



Paralled Trend

• A key identifying assumption for DID is: Common trends or Parallel trends
• Treatment would be the same “trend” in both groups in the absence of treatment.

• This doesn’t mean that they have to have the same mean of the outcome.
• There may be some unobservable factors affected on outcomes of both group.

But as long as the effects have the same trends on both groups, then DID will
eliminate the factors.

• It is difficult to verify because technically one of the parallel trends can be an
unobserved counterfactual.
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Assessing Graphically
• Common Trend: It is difficult to verify but one often uses pre-treatment data to

show that the trends are the same.
• If you only have two-period data, you can do nothing.
• If you luckly have multiple-period data, then you can show something graphically.
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An Encouraging Example: Pischke(2007)4

• Topic: the length of school year on student performance
• Background:

• Until the 1960s, children in all German states except Bavaria started school in the
Spring. In 1966-1967 school year, the Spring moved to Fall.

• It make two shorter school years for affected cohort, 24 weeks long instead of 37.

• Research Design:
• Dependent Variable: Retreating rate
• Independent Variable: spending time on school
• Treatment group: Students in the German States except Bavaria.
• Control group: Students in Bavaria.

4Pischke, J. (2007). The Impact of Length of the School Year on Student Performance and Earnings:
Evidence From the German Short School Years. The Economic Journal, 117(5)
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An Encouraging Example: Pischeke(2007)
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An Encouraging Example: Pischeke(2007)

• This graph provides strong visual evidence of treatment and control states with a
common underlying trend.

• A treatment effect that induces a sharp but transitory deviation from this trend.
• It seems to be clear that a short school years have increased repetition rates for

affected cohorts.
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The Event Study Design: Including Leads and Lags
• If you have a multiple years panel data, then including leads into the DD model is

an easy way to analyze pre-treatment trends.
• Lags can be also included to analyze whether the treatment effect changes over

time after assignment.
• The estimated regression would be

Yist = αs + δt +
−1∑

τ=−q
θτ Dst +

p∑
τ=0

δτ Dst + Xist + uist

• Treatment occurs in year 0
• Includes q leads or anticipatory effects,thus θτ should be no different from 0.
• Includes p leads or post treatment effects, thus δτ had better be different from 0

significantly,at least for some periods.
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The Event Study Design: Including Leads and Lags5

5Source:Freyaldenhoven, S., Hansen, C., Pérez, J. P., and Shapiro, J. M. (2021). Visualization,
Identification, and Estimation in the Linear Panel Event-Study Design. SSRN Electronic Journal
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The Event Study Design: Including Leads and Lags6

6Source:Freyaldenhoven, S., Hansen, C., Pérez, J. P., and Shapiro, J. M. (2021). Visualization,
Identification, and Estimation in the Linear Panel Event-Study Design. SSRN Electronic Journal
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Study including leads and lags: Autor (2003)

• Autor (2003) includes both leads and lags in a DD model analyzing the effect of
increased employment protection on the firm’s use of temporary help workers.7

• In the US employers can usually hire and fire workers at will.
• U.S labor law allows employment-at-will but in some state courts have allowed a

number of exceptions to the doctrine, leading to lawsuits for unjust dismissal.
• The employment of temporary workers in a state to dummy variables indicating

state court rulings that allow exceptions to the employment-at-will doctrine.
• The standard thing to do is normalize the adoption year to 0
• Autor(2003) then analyzes the effect of these exemptions on the use of temporary

help workers.
7Autor, D. H. (2003). Outsourcing at Will: The Contribution of Unjust Dismissal Doctrine to the

Growth of Employment Outsourcing. Journal of Labor Economics, 21(1), 1–42.
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Study including leads and lags: Autor (2003)

• The leads are very close to 0: Common trends assumption may hold.
• The lags show that the effect increases during the first years of the treatment and

then remains relatively constant.
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Loose Common Trend Assumption
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Add group-specific time trends

• This setting can eliminate the effect of group-specific time trend in outcome on
our DID estimates

Yist = βDst + αs + δt + τst + ΓX′
ist + uist

• τst is group-specific dummies multiplying the time trend variable t, which can be
quadratic to capture some nonlinear trend.

• The group specific time trend in outcome means that treatment and control
groups can follow different trends.

• It make DID estimate more robust and convincing.
• Strong Assumption: the pre-treatment data establish a clear trend that can be

extrapolated into the post-treatment period.
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Add group-specific time trends

• Besley, T., & Burgess, R. (2004). Can Labor Regulation Hinder Economic
Performance? Evidence from India. The Quarterly Journal of Economics, 119(1)

• Topic: labor regulation on businesses in Indian states
• Method: Difference-in-Differences
• Data: States in India
• Dependent Variable: log manufacturing output per capita on states levels
• Independent Variable: Labor regulation(lagged) coded

1 = pro − worker;0 = neutral;−1 = pro − employer and then accumulated over the
period to generate the labor regulation measure.
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• Controlling the group specific time trend- thus the long-term propensity of
pro-labor of the states- makes the estimate to zero.
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Within control group – DDD(Triple D)

• More convincing analysis sometime comes from higher-order contrasts: DDD or
Triple D design.

• Build the third dimension of contrast to eliminate the potential bias.

• e.g: Minimum Wage
• Treatment group: Low-wage-workers in NJ.
• Control group 1: High-wage-workers in NJ.
• Assumption 1：the low wage group would have the same trends as high wage group

if there were not the new law.
• Control group 2: Low-wage workers in PA.
• Assumption 2：the low wage group in NJ would have the same trends as those in PA

if there were not the new law.

• It can loose the simple common trend assumption in simple DID.
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Within control group – DDD(Triple D)

• Gruber, J. (1994). The incidence of mandated maternity benefits. The American
Economic Review, 84(3), 622–641.

• Topic: how the mandated maternity benefits affects female’s wage and employment.
• Several state government passed the law that mandated childbirth be covered

comprehensively in health insurance plans.
• Dependent Variable: log hourly wage
• Independent Variable: mandated maternity benefits law

• Econometric Method: Triple D
1. DID estimates for treatment group (women of childbearing age) in treatment state

v.s. control state before and after law change.
2. DID estimates for control group (women not in childbearing age) in treatment state

v.s. control state before and after law change.
3. DDD estimate of the effect of mandated maternity benefits on wage is (1) − (2)
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Within control group – DDD(Triple D)

• DDD in Regression

Yisct = βDsct + αs + γc + δt + λ1st + λ2sc + λ3ct + ΓX′
icst + uisct

• αs:a set of dummies indicating whether or not treatment state
• δt: a set of dummies indicating whether or not law change
• γc: a set of dummies indicating whether or not women of childbearing age
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More Extensions
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DID for different treatment intensity
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Card(1992): Minimum Wage on Employment8

• Study treatments with different treatment intensity, e.g., varying increases in the
minimum wage for different states.

• Background: the federal minimum increased from $3.35 to $3.80. It means that
there is NO control group, because all states have to follow without exemption.

• The DID regression can be

Yist = β(Intenses × Dt) + γs + δt + uist

• Where the variable Intenses is a measure of the fraction of teenagers likely to be
affected by a minimum wage increase in each state and Dt is a dummy for
observations after 1990,

• β means that how much does wage increase when increasing the one fraction of
affected teenagers by an increase of the federal minimum wage.

8Card, D. (1992). Using Regional Variation in Wages to Measure the Effects of the Federal Minimum
Wage. Industrial and Labor Relations Review, 46(1), 22–37.
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Card(1992): DID for different treatment intensity
• In the t period, the DID regression model can be

Yist = β(Intenses × Dt) + γs + δt + uist

• In the t-1 period, the DID regression model can be

Yis,t−1 = β(Intenses × Dt−1) + γs + δt−1 + uis,t−1

• The first-difference between pre and post treatment equivalence is

∆Ys = γ̄ + β(Intenses) + ∆ūs

• Where ∆Ȳs = 1
ns

Σi(Yist − Yist−1) is a measure of the change in teen employment
and average wage of state s, from 1989 to 1990.

• And Dt − Dt−1 = 1 and Dt−1 = 0.
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Card(1992): DID for different treatment intensity9

9Source:Angrist and Pischke(2009)
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DID in Cross-Sectional Data(Cohort DID)
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Introduction
• When using the Difference-in-Differences (DID) method, having at least two

time periods of panel data is generally required.
• However, there are situations where we can still construct a valid DID design using

cross-sectional data alone if the shock is related to time or other dimensions.
• This is especially useful for researchers who may not have access to panel data, or

for those who are working with data that is hard to come by.
• Cohort-DID

• Cohort here refers on groups of people who share the same birth year or a period
with a birth year, such as the “1980s,” “1990s,” or “2000s” etc.

• In a DID design, when an unexpected shock or institutional change occurs that is
related to age, some cohorts may be exposed to it while others may not.

• This creates a treated group and a control group in the DID design, which can
help us better understand the effects of the shock or change.
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Introduction
• A simple(2 × 2) Cohort-DID regression model can be

Yisg = α+ β(TArea × TCohort)sg + γTAreas + δTCohortg + uisg

• TAreas is a dummy variable indicate that the living areas of respondents whether or
not are treated.

• TCohortg is a dummy variable indicate that the cohorts of respondents whether or
not are treated.

• A Standard Cohort-DID regression model

Yisg = βDsg + αg + δs + ΓX′
isg + uisg

• δs controls area fixed effects.
• αg controls cohort fixed effecs.
• Xisg is a vector of control variables, which can include individual level characteristics

and time-varying measured at the group level.
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Sent-Down Movement and Rural Education in China

• Arrival of Young Talent: The Send-Down Movement and Rural Education in
China,American Economic Review 2020, 110(11): 3393–3430.By Yi Chen, Ziying
Fan, Xiaomin Gu, and Li-An Zhou.

• Topic: The long-term consequence of Sent-Down Movement(“上山下乡” 运动)
• Background:

• The origins of the send-down movement can be traced back to the 1950s.
• Before the Cultural Revolution, the program operated on a relatively small scale, and

participation was largely voluntary.
• After the outbreak of the Cultural Revolution, the send-down movement made a

decisive turnaround and mandated about 16 million urban youths to go to the
countryside.
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Sent-Down Movement and Rural Education in China
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Sent-Down Movement and Rural Education in China
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Sent-Down Movement and Rural Education in China
• A cohort DID regression model as following

Y−Edui,g,c,p = β0 + β1%SDYc,p × I(1956 ≤ g ≤ 1969) + β2Xi,g,c,p

+ λc + µg,p + Λc × µg + εi,g,c,p

• Y−Edui,g,c,p refers to the years of education of individual i of cohort g in county c
of province p.

• %SDYc,p is the density of received SDYs in county c during the movement.
• I(1956 ≤ g ≤ 1969) is an indicator function that equals 1 if the individual belongs

to the cohort of 1956-1969, which is the exposure cohort.
• Xi,g,c,p is a vector of individual-level controls, including gender and ethnicity.
• λc is county fixed effects, which absorb all time-invariant county-level

characteristics.
• µg,p is province-cohort fixed effects and an interaction terms between county

base education with cohort dummies(Λc × µg) 52 / 130



Sent-Down Movement and Rural Education in China
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Sent-Down Movement and Rural Education in China

54 / 130



DID as an Instrument(DID+IV)
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Introduction

• Recall IV: Instrument Exogeneity
• Hard to test the assumption statistically that the instruments are exogenous.Instead,

“telling good story”

• DID can also be treated as an IV, which apply the DID effect on the treatment
variable instead of outcomes.

• Advantage over simple IV: The exogeneity of the instrument depends on whether the
DID strategy works or not which can be tested formally in DID frameworks.
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Recall: Endogeneity in Two-Way Fixed Effects Model

• Assume that we have following two-way fixed effects model

Yit = αi + τt + βSit + ϵit

• Yit is the outcome.
• αi and τt are entity-fixed effect and time-fixed effect respectively.
• Sit is our interest variable.

• Potential bias of β̂?
• some unobservable and time-varing factors could be omitted into ϵit, which leads to

an OVB
• And Sit is endogenous,which is correlated with ϵit.

• Solution: Find a valid instrument for Sit.
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DID as an Instrument(DID+IV)

• Assume that we have a simple 2 × 2 DID policy change: Zi and a time term
T ∈ {0, 1}

Zi =

0, not exposed to the policy
1, not exposed to the policy

and,Tt =

0, before the policy carring out
1, after the policy carring out

• Then, the first stage of the DDIV is

Sit = γi + δt + πZiTt + ηit

• In other words, the interaction term Zi × Tt is the instrument, which is essentially
a DID design.
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Case: Quantity and Quality Trade-off

• Q-Q model implication:
• the reduction in the number of children increases parental investment per child and

therefore improves child quality.

• A simple Q-Q model is
Yi = α+ βQi + γXi + ϵi

• Yi is the child quality, Qi is the quantity of children, and Xi is a vector of control
variables.

• Although a negative relationship has been widely observed, the cross-sectional
association cannot be interpreted as the causal effect of quantity on quality.

• OVB
• Simultaneous bias
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One-Child Policy: Li and Zhang(2017)10

• Plausibly exogenous variation in family size is due to
• the natural occurrence: twin births or the sibling sex composition,

• One-child policy(OCP) as a exogenous policy to the number of children.
• The OCP formally implemented in 1980s has varied significantly between rural and

urban areas, over time, and across provinces, ethnicity, and even entities.

• They construct a quantitative indicator of the extent of local violation of the OCP
using the percentage of current Han mothers of primary childbearing age who
gave a higher order birth in 1981.

• Thus the “excess fertility rate”(EFR) as the measurement of local one-child
policy intensity.

10Bingjing Li and Hongliang Zhang(2017),Does population control lead to better child quality?
Evidence from China’s one-child policy enforcement, Journal of Comparative Economics 45 (2017)
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Q-Q Trade-off: Family Size on Education
• A fixed effects model is as following

Yijt = FamilySizeijtβ + Xiπ + (Cj × Ti) η + ϕj + λt + εijt

• FamilySizeijt is the family size of firstborn child i from prefecture j in census year t;
• Xi contains a set of individual controls, including mother’s age at first birth,

mother’s age at first birth squared, and dummy indicators for child’s age, parents’
education, and their employment sectors;

• ϕj and λt are the prefecture and census year fixed effects, respectively.
• Cj is a vector of prefecture-specific control variables that account for pre-existing

fertility preferences and socio-economic characteristics;
• Cj × Ti to net out regional EFR differences attributable to their differences in

pre-existing fertility preferences and socioeconomic characteristics.
• Still suffer some bias?

• time-varying unobservable factors could be omitted into ϵijt, which leads to an OVB 61 / 130



DDIV: One-Child Policy on Family Size

• Instrument on family size: the excess fertility rate(EFR) as the measurement of
local one-child policy intensity.

FamilySizeijt = β (EFRj × Ti) + Xiγ1 + (Cj × Ti) δ1 + ϕj + λt + uijt,

• the key variable of interest, EFRj × Ti, is the interaction of the EFR in
prefecture j and the post policy period dummy Ti.

• Other variables are the same as defined for previous equation.
• An intensity DID design as an IV, which apply the DID effect on the treatment

variable instead of outcomes.
• It is the first stage of the DDIV.
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DDIV: One-Child Policy on Education

• The DID regression model on the outcome

Yijt = (EFRj × Ti)α2 + Xiγ2 + (Cj × Ti) δ2 + ϕj + λt + uijt

• where Yijt denotes the educational outcome of firstborn child i from prefecture j
in census year t;

• Other variables are the same as defined for previous equation.
• This is the reduced-form of DDIV.
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DID: First stages and Reduced Forms
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IV: Family Size on Education

• An OLS fixed-effects model

yijt = FamilySizeijtβ + Xiπ + (Cj × Ti) η + ϕj + λt + εijt

• A DDIV-2SLS model

yijt = ̂FamilySizeijtβ + Xiπ + (Cj × Ti) η + ϕj + λt + εijt

• where ̂FamilySizeijt is the predicted value from first stage regression.
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IV: Family Size on Education
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Parallel Trends Assumption
• Parallel Trend(I): EFR on Fertility by women’s age
• To examine whether the EFR-fertility link indeed differs by age

TotalBirths ijt =
57∑

l=33
(EFRj × Ti × dil) θl+W1iζ+

57∑
l=33

(Cj × Ti × dil)κl+ϕj+λt+vijt

• where TotalBirthsijt is the total number of births of female i from prefecture j in
census year t. And dil is a dummy that equals 1 if she is aged l

• Parallel Trend(II): EFR on children’s education by women’s age

EduLevel ijt =
57∑

l=33
(EFRj × Ti × dil) δl+W2iψ+

57∑
l=33

(cj × Ti × dil) τl+ϕj+λt+vijt

• where EduLevelijt is the education level of child i from prefecture j in census year t.
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Paralled Trend(I): First Stage
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Paralled Trend(II): Reduced form
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DID with RDD
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Terrorism on Individual Wellbeing
• Clark, A. E., Doyle, O., & Stancanelli, E. (2020). The Impact of Terrorism on

Individual Well-Being: Evidence from the Boston Marathon Bombing. The
Economic Journal, 130(631), 2065–2104.

• Topic: Terrorism on Individual Well-being.
• Background: The Boston marathon bombing took place on Monday 15 April

2013, when two bombs were detonated near the finish line, causing the death of
three spectators and a policeman, and injuring 264 spectators.

• Data: The data come from the 2012 and 2013 ATUS and WB, which gather
information on respondents’ emotional well-being and a diary recording the
activities over the past 24 hours.

• Methods: DID, RD and RDD-DID
• Outcomes:

• Happy
• Stress
• Negative Affect
• Net Affect
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Terrorism on Individual Wellbeing: RDD Model
• A RDD on Time regression model is

Wit = γTi + βf (Dt) Ti + λf (Dt) (1 − Ti) + Vt + uit

• Ti is the individual i whether expose to the treatment T.
• Dt is the running variable which is the distance to D-Day. And f(Dt) is a polynomial

function of the running variable interacted with the treatment dummy T, to allow for
different effects on either side of the cut-off.

• Vt: day(Monday to Sunday) fixed effects to control variations on weekdays versus
weekends.

• Any potential bias?
• The Boston marathon is itself an important sporting event in the United States and

the runners come from all over the country to participate in it or watch it.
• Emotional responses may therefore respond to the marathon itself, independently

of any major terrorist attack.
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Terrorism on Individual Wellbeing: DID Model

• A DID regression model is

Wit = βTi × Yeart + τTi + γZi + vst + uit,

• Year denotes the survey in 2012 or 2013.
• Zi is a matrix of individual characteristics, including demographic characteristics

(age, age-squared, race and gender), education, economic status, and household
characteristics.

• Vst are state, year and day (Monday to Sunday) fixed effects.

73 / 130



Terrorism on Individual Wellbeing: RDD-DID

• The combination of the RDD with the DID

Wit =ξTi × Year t + δf (Dt) × Ti × Year i + ρf (Dt) × (1 − Ti) × Yeart + αf (Di) × Ti

+ ηf (Di) × (1 − Ti) + ωTi + ψZi + Vst + θit.

• Identification: use responses around the day of the 2012 Boston marathon, when
there was no bombing, as a control group and combine this with the RDD model
above.
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Results: RD and DID(I)
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Results: RD and DID(II)
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Results: RD and DID(III)
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Results: RD and DID(IV)
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Standard errors and Other Threats
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Standard errors in DD strategies

• Many paper using DD strategies use data from many years: not just 1 pre and 1
post period.

• The variables of interest in many of these setups only vary at a group level (say a
state level) and outcome variables are often serially correlated.

• In the Card and Krueger study, it is very likely that employment in each state is
not only correlated within the state but also serially correlated.

• As Bertrand, Duflo and Mullainathan (2004) point out, conventional standard
errors often severely understate the standard deviation of the estimators –
standard errors are biased downward.11

11Bertrand, M., Duflo, E., and Mullainathan, S. (2004). How much should we trust
differences-in-differences estimates? The Quarterly Journal of Economics
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Standard errors in Practice

• Simple solution:
• Clustering standard errors at the group level,but the number of groups does

matter(c ≥ 50).
• It may also cluster at both the group level and time level.

• Other solutions: Bootstrapping
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Other Threats to Validity

• Non-parallel trends
• Functional form dependence
• Multiple treatment times(Staggered DID)
• Other simultaneous shocks
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Non-parallel trends

• Often policymakers will select the treatment and controls based on pre-existing
differences in outcomes: practically guaranteeing the parallel trends assumption
will be violated.

• “Ashenfelter dip”
• Participants in job trainings program often experience a “dip” in earnings just prior

to entering the program.
• Since wages have a natural tendency to mean reversion,comparing wages of

participants and non-participants using DD leads to an upward biased estimate of
the program effect.

83 / 130



Function Forms

• So far our specifications of DID regression equation is linear, but what if it is
wrong?

• Several nonparametric or semi-parametric methods can be used
• Matching DID: Propensity Score Matching and Kernel Density Matching DID
• Semiparametric DID
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DID with multiple treatment times

• What happens if we have treated units who get treated at different times?
• Staggered DID(交错或渐进)

• The simple DID model

Yist = α+ βDst + γTreats + δPostt + ΓX′
ist + uist

• But now Dst can turn from 0 to 1 at different times for different units.
• eg. China’s High-speed rail
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Goodman-Bacon(2021)12

12Goodman-Bacon, A. (2021). Difference-in-differences with variation in treatment timing. Journal of
Econometrics, 225(2), 254–277. 86 / 130



Goodman-Bacon(2021)
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Goodman-Bacon(2021)
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Goodman-Bacon(2021)
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DID with multiple treatment times
• Caution: the TWFE specification gets you a weighted average of several

comparisons.This may not be exactly what you want with heterogeneous
treatment effects.

• New diagnostic approaches such as
• Bacon decomposition by Goodman-Bacon (2021)
• de Chaisemartin and D’Haultfoeuille (2020) 13

• Alternative estimators
• Callaway and Sant’Anna (2021) 14

• Borusyak, Jaravel and Spiess (2021) 15

• Others…
13Two-Way Fixed Effects Estimators with Heterogeneous Treatment Effects,American Economic
Review, 2020, 110 (9), 2964–2996.
14Difference-in-Differences with multiple time periods, Journal of Econometrics, 2021, 225 (2), 200–
230.
15Borusyak, K., Jaravel, X., and Spiess, J. (2021). Revisiting Event Study Designs: Robust and
Efficient Estimation. arXiv. https://doi.org/10.48550/arxiv.2108.12419 90 / 130



Checks for DD Design

• Very common for readers and others to request a variety of “robustness checks”
from a DID design.

• Think of these as along the same lines as the leads and lags
• Falsification test using data for prior periods
• Falsification test using data for alternative control group(kind of triple DDD)
• Falsification test using alternative “placebo” outcome that should not be affected by

the treatment

91 / 130



Summary
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Wrap up

• Difference-in-differences is a special case of fixed effect model with much more
powers in our toolbox to make causal inference.

• The key assumption is common trend which is not easy to testify using data.
• DID can be mixed with other methods such as IV and RD to obtain a more

reliable causal inference.
• Noting that using the right way to inference the standard error.

93 / 130



Extensions of DID(II): Synthetic Control Method(SCM)
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Basic Idea
• The synthetic control method(SCM) were originally proposed in Abadie and

Gardeazabal (2003) and Abadie et al. (2010) with the aim to estimate the effects
of aggregate interventions,

• Interventions that are implemented at an aggregate level affecting a small number
of large units (such as a cities, regions, or countries), on some aggregate outcome
of interest.

• The basic idea behind synthetic controls is that a combination of units often
provides a better comparison for the unit exposed to the intervention than any
single unit alone.

• a data-driven procedure to use a small number of non-treated units to build the
suitable counterfactuals.

• It is useful for case studies, which is nice because that is often all we have.
• Continues to also be methodologically a frontier for applied econometrics and is

widely used in many field, even outside academia. 95 / 130



Extensions of DID: Synthetic Controls Method

• The basic idea is use (long) longitudinal data to build the weighted average of
non-treated units that best reproduces characteristics of the treated unit over
time in pre-treatment period.

• The weighted average of non-treated units is the synthetic cohort.
• Causal effect of treatment can be quantified by a simple difference after treatment:

• treated vs synthetic cohort.
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Abadie et.al(2010): Tax on Cig-Consumption
• In 1988, California passed comprehensive tobacco control legislation: Increased

cigarette taxes by $0.25 per pack.
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Abadie et.al(2010): Tax on Cig-Consumption
• Using 38 states that had never passed such programs as controls: Synthetic CA
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Predictor Means: Actual vs Synthetic California

• Most observables are similar between Actual and Synthetic
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The Application: Actual vs Synthetic California
• The treatment effect is measured by the gap in ciga-sales between Actual and

Synthetic
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Formalization
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Formalization: The Setting

• Suppose that we obtain data for J + 1 units: j = 1, 2, ..., J + 1

• Assume that the first unit (j = 1) is the treated unit, that is, the unit affected by
the policy intervention of interest.

• Then the set of potential comparisons,j = 2, ..., J + 1 is a collection of untreated
units, not affected by the intervention.

• Assume also that our data span T periods and that the first T0 periods are before the
intervention.

• Let Yjt and YC
jt be the real and counterfactual outcomes of interest for unit j of J + 1

aggregate units at time t with and without intervention.

• Then the effect of the intervention of interest for the affected unit in period
t(t > T0)(ATT)

τ1t = Y1t − YC
1t
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Formalization: The Setting

• How to reproduce YC
1t which is totally unobservable?

• Use unaffected units in control groups to predict it like matching in cross-sectional
data.

• More specifically, a weighted average of the units in the comparison group use to
construct the potential outcome of treated units, which define as synthetic
control.Thus,

ŶC
1t = ΣJ+1

j=2 wjYjt

• Then the question is how to determine these values of the weights, wj or
W = (w2,w3, ...wJ+1)
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Formalization: Weights

• Let more specifically, W = (w2, ...,wJ+1)′ have to satisfy two restriction conditions
• wj ≥ 0 for j = 2, ..., J + 1
• ΣJ+1

j=2 wj = 1

• Key Question: how to determine these values of the weights, wj or how to
construct a proper control group?

• eg. assigning equal weights, thus
wj = 1

J
• or a fraction of the total population in the comparison group(at the time of the

intervention),thus
wj = Nj

ΣJ+1
j=2 Nj
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Formalization: Weights of Xs

• For each unit, j, we also observe a set of characteristics or covariates which can be
use to predict the outcome Yjt, denoted as X1j, ...Xkj

• Let X1 is a k × 1 vector of pre-intervention characteristics for the treated unit.
Similarly, let X0 be a (k × J) matrix which contains the same variables for the
unaffected units.

• Recall: how to measure the closeness or similarity between two vectors?
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Formalization: Weight by Matching

• The rule to choose the optimal weight vector W∗ = (w2, ...,wJ+1)′ will be

argminW ∥ (X1 − X0W) ∥

• Thus,the optimal vector of weight W should minimize the “distance” between
treated unit and untreated group before the treatment,subject to two weight
constraints.

• More specifically, Abadie, et al(2010) consider

∥ (X1 − X0W) ∥V=
√

(X1 − X0W)′V(X1 − X0W)

where V can be some (k × k) symmetric and positive semidefinite matrix.
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Formalization: More on the V matrix

• Typically, V is diagonal with main diagonal v1, ..., vk. Then the synthetic control
weights minimize

k∑
m=1

vm
(
X1m −

J+1∑
j=2

w∗
j Xjm

)2

• Where vm is a weight that reflects the relative importance that we assign to the mth

variable when we measure the discrepancy between the treated unit and the
synthetic controls.

• And vm is critical because it weights directly shape wj,which help reproducing the
counterfactual outcome for the treated unit in the absence of the treatment.
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Formalization: Estimating the V matrix

• Various ways to choose V
• In practice,most people choose V that minimizes the mean squared prediction

error(MSPE).Thus,
T0∑

t=1

(
Y1t −

J+1∑
j=2

w∗
j (V)Yjt

)2

• If the number of pre-intervention periods in the data is “large”, then matching on
pre-intervention outcomes can allow us to control for the heterogeneous responses
to multiple unobserved factors.

• The intuition here is that only units that are alike on unobservables and
unobservables would follow a similar trajectory pre-treatment.
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A Machine Learning Procedure

1. Divide the pre-intervention periods(T0) into a initial training period(t = 1, ...t0)
and a subsequent validation period(t = t0 + 1, ...T0).

2. Select a value V∗ make the MSPE is small
T0∑

t=t0+1

(
Y1t −

J+1∑
j=2

wj(V)Yjt
)2

3. Use the resulting V∗ and data on the predictors for the last t0 before in the
intervention,t = t0 + 1, t0 + 2, ...,T0 to calculate w∗ = w(V∗)
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Inference

• Permutation Strategy: whether the effect estimated by the synthetic control for
the unit affected by the intervention is large relative to the effect estimated for a
unit chosen at random.

• Implementation: “randomization” of the treatment to each unit, re-estimating the
model, and calculating a set of root mean squared prediction error (RMSPE)
values for the pre- and post-treatment period.

• For 0 ≤ t1 ≤ t2 ≤ T and j = 1, 2, ..., J + 1,let

Rj(t1, t2) =
( 1
t2 − t1 + 1

t2∑
t=t1

(Yjt − ŶN
jt)2) 1

2

• Some states whose pre-treatment RMSPE is considerably different than
California’s can be dropped.
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Inference: Dropping Sample
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Inference: Dropping Sample
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Inference: Dropping Sample
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Inference: Dropping Sample
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Inference: Procedure
1. Iteratively apply the synthetic method to each state in the unaffected group and

obtain a distribution of placebo effects.
2. Calculate the RMSPE(root mean squared prediction error) for each placebo for

the pre-treatment and post-treatment.

• Post-treatment Rj,post = RMSPEj(T0 + 1,T)
• Pre-treatment Rj,pre = RMSPEj(1,T0)

3. Compute the ratio of the post-to-pre-treatment and sort it in descending order
from greatest to highest. Thus

rj = Rj,post
Rj,pre

4. The exact p-value is defined as

p − value = rankth
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Inference: P-Value
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An Application: The 1990 German Reunification
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The Economic Effect of the German Reunification

• Cross-country regressions are often criticized because they put side-by-side
countries of very different characteristics.

• “What do Thailand, the Dominican Republic, Zimbabwe,Greece and Bolivia have in
common that merits their being put in the same regression analysis? Answer: For
most purposes, nothing at all.” (Harberger 1987)

• Application: The economic effect of “Berlin Wall” Falling,thus the 1990 German
reunification,on West Germany.

• Control group is compositional restricted to 16 OECD countries
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West Germany v.s. OECD countries
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Economic Growth Predictors Means across groups
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West Germany v.s Sythetic West Germany
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GDP Gap: West Germany and synthetic West Germany
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The 1990 German Reunification: Leave-one-out estimates
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RMSE Test
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Placebo Test: What if ‘1980’ German Reunification
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Wrap Up

• Synthetic control method provide many practical advantages for causal
inference.

• The credibility of the results depends on
• the level of diligence exerted in the application
• whether contextual and data requirements are met
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A Summary of Causal Inference Method
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The goal of causal inference

• Build a reasonable counterfactual world by naturally occurring data to find or
construct a proper control group is the core of econometrical methods.

• Common Idea: match similar units, and produce a proper comparison
• OLS: gives conditional mean comparison
• Matching: a weighted conditional mean comparison
• IV: compares difference between instrumented and non-instrumented groups.
• RD: compares means around the cutoff.
• DID: compares the changes of the difference across locations.
• SCM: compares the gaps between treated and sythetic control groups.

• All are about a a believable and reliable comparison.
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Final Thoughts(Angrist and Pischeke,2008)
• A good research design is one you are excited to tell people about

• that’s basically what characterizes all research designs, whether instrumental
variable,regression discontinuity designs or difference-in-differences,synthetic
control method among others(Seven Magic Weapons).

• Causality is easy and hard. Don’t get confused which is the hard part and which is
the easy part.

• Always understand what assumptions you must make, be clear which parameters
you are and are not identifying.

• Last but not least, Remember: Good question is always the first priority.
Along with good research design is in the second place.

• What is a good research question?
• interesting(people cares) and/or relevent(does matter something)
• should not simply duplicate existing research, but instead should aim to be

innovative and unique.
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Though still a long way to go but now we could take a break and
enjoy the landscape.
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